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Abstract — Classification of mammography data into two 

types of breast tumors, benign or malignant, is an effective 

screening tool and the primary way of diagnosis and decision-

making. This report aims to opt for the most relevant attributes 

of the well-known Wisconsin Breast Cancer Diagnostic Data Set 

to reduce its size at first. The reduction was performed initially 

by ranking attributes and finally by "decision tree" analysis. 

The clipped data set had only six attributes, against 31 in the 

initial one. The five most relevant attributes were the following: 

"perimeter_worst," "area_worst,"  "concave points_worst," 

"texture_mean,"  and "concave points_mean." If possible, It 

should be done without losing classification potency. Over and 

above, our extra goal was to find classifiers that provide 

acceptable performance while allowing visualization of the 

results in a way accessible to clinicians. Here, we mean various 

visualization tools in the Machine learning framework: 

"decision trees," association rules, attribute ranking, and so 

forth, to improve breast cancer diagnosis. 

Keywords — Machine Learning, Breast Cancer Diagnostics, 

Attribute Selection, Decision-Trees, outliers 

I. INTRODUCTION 

Breast cancer (BC) is the most prevalent cancer in 
Ukrainian women  [1]. Women are the principal holders of the 
national gene pool. Therefore, BC early diagnosis with the 
help of mammography and artificial intelligence [2] calls for 
the stable interest of relevant experts and clinicians. In the last 
three decades, the gold standard in this area set the well-
known Wisconsin Breast Cancer Diagnostic Dataset (WBCD) 
[3]. WBCD, in particular, allows for the forecast of BC by 
Machine Learning methods [4, 5,  6,  and 7]. 

However, almost all papers about Machine Learning (ML) 
for diagnostics of BC, among which the cited above studies 
are only the "top of the iceberg," have specific common faults. 
The key is that they are over-technical and hard to interpret for 
clinicians unfamiliar with ML. Clinicians prefer simple and 
visual methods, like the "Decision tree" or associative rules, 
while many authors from ML society focus on high-
performance ML algorithms [7], ignoring the visuality.  

WBCD is detailed and reliable but a pretty bulky database: 
it comprises 569 instances with 31 attributes (features), 
including diagnostics, for each of them. Sure, these functions 
must catch out different worth (the relevance). So, specific 

attribute selection, as done in  [5], and their ranking using 
various methods also seem reasonable. ML experts point out 
that such a reduced data set often performs better than the 
whole [5, 8, 9]. In addition, fewer attributes mean less laboring 
and faster or more timely analysis for mammography 
clinicians.  

Thus, the goals of this study can be put in the form of two 
following points: 

• Reduction of WBCD by dully selecting attributes and 
via other ML means. 

• Selection of ML classifiers that provide acceptable 
performance while allowing visualization or at least 
simple interpretation, accessible for clinicians. 

II. METHODOLOGY 

A. Data set description 

WBCD comprises ten descriptive geometrical parameters 
of tumors' nuclei extracted from mammography [3,4]. Those 
are:  

• radius (mean of distances from the center to points on 
the perimeter),  

• texture (standard deviation of gray-scale values),  

• perimeter,  

• area,  

• smoothness (local variation in radius lengths),  

• compactness (quadrate of perimeter/area),  

• concavity (severity of concave portions of the 
contour),  

• concave points (number of concave portions of the 
contour),  

• symmetry,  

• fractal dimension (via "coastline approximation" ). 

Each image  (mammogram) gives these numeric features 
from cell nuclei. Smaller sizes of tumors mean the earlier stage 
of BC. Thus, the WBCD data define the tumor's nature 
(benign or malignant) and the stage of breast cancer if the 
illness is set. Fig.1 shows the survival percentage and rough 
treatment costs depending on the BC stage. Both are plain tied 
with the tumor sizes. 
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Fig. 1. Survival and BC treatment costs (the source: 
https://www.slideserve.com/lindsey/breast-cancer) 

The list above holds ten geometric parameters. Why, then, 
does the WBCD contain up to 31 attributes? The point is that 
each of the ten above values is a three-component vector. The 
mean, standard error, and "worst" value (those are outliers, to 
be sure) of these features should be obtained for each one. 
There are  30 features (31 with diagnosis) as a result. Let us 
again stress that in this context, the "worst" means outliers 
(largest or smallest values). Thus, the outliers are one-third of 
the attributes within the initial WBCD. 

B.  Data mining software 

Waikato Environment for Knowledge Analysis (Weka) is 
a Java-based software developed at the University of Waikato, 
New Zealand, and is free licensed under the GNU General 
Public License [8, 9]. The purpose is the data, particularly the 
big one, mining. The last versions of Weka are a modern 
collection of various algorithms and means of ML with 
powerful visuality support.  

Namely, high-grade visualization provides the eye-
catching usability of Weka for bio-medical data mining for 
clinicians. The well-developed Graphic User Interface (GUI) 
within Weka permits effective operation with data for one who 
is not an expert in Java or ML.  

Weka works with a unique dataset file format (ARFF - 
Attribute Relations File Format) but also accepts ordinary 
CSF (comma-separated files) [9], in which the original 
WBCD was presented at first. We had the last version of Weka 
(3-9-6) in use. Note that this software is still not widespread 
enough among Ukrainian researchers. This report is one of the 
attempts to change this awkward situation. 

III. RESULTS 

As mentioned above, the original WBCD contains 569 
copies. Each has 30 numerical attributes and one nominal 
(class), also called the diagnosis attribute (benign or malignant 
tumor: 357 and 212 cases, respectively). One can see that the 
two classes are pretty well-balanced in the data set.  

Considering the given diagnoses, visual analysis of 
attributes histograms confirms the hypothesis of a higher 
probability of malignant cases with larger tumor sizes on 
average. The possibility of such visual analysis of attributes 
histograms is one of the advantages of Weka. 

A. Attributes selection and ranking 

The selection of attributes algorithms of Weka allows one 
to select the most relevant subset for both classes. That is a 
smaller but quite weighty subset among all features. Weka 

offers several algorithms for feature selection [9]. The 
Correlation-based Feature Selection (CFS) subset evaluator, 
which included locally predictive attributes, was used here. 
This evaluator accompanied the bi-directional "Best first" 
search method. The search closes itself after five node 
expansions. Total number of subsets evaluated: 420. The merit 
of the best subset found was 0.667. 

The selected subset comprises as a result 11 attributes (12 
with the diagnosis):  

• two attributes of the "Standard_Error" type: "area_se" 
and "symmetry_se"(IDs 4 and 5); 

• three attributes of the "Mean" type: “texture_mean,” 
“concavity_mean,” and “concave points_mean.”  (IDs 
1, 2, and 3); 

• six attributes  of the "Worst" type that is outliers: 
"radius_worst,"perimeter_worst," "area_worst," 
"smoothness_worst," "concavity_worst," and 
"concave points_worst." (IDs 6, 7, 8, 9,1 0, and 11)  

Note that outliers now occupy more than half of the 
picked-up subset. The subset's attributes were ranked via the 
"Information gain attribute evaluator" in the range (of 0.023 
up to 0.685). Four of the six characteristics of the "Worst" type 
have the four highest ranks (Fig.2)  

Fig. 2. Attributes ranking: the number (IDs) of attributes is shown over each 
column; the black color matches the "Worst"-type attributes, the grey - is the 
"Mean"-type, and the gold - is the "Standard_Error"-type.) 

Fig.2 can hint at three groups of attributes: high-ranked 
(five first), mid-ranked (three), and low-ranked (last three). 
For instance, the authors [5] worked with a reduced data set 
with five attributes. Unfortunately, it is hard to identify which 
attributes were included in this subset from their text.  

Farther, we will operate with all eleven attributes. 
Nonetheless, we will return to the problem of further data 
subset reduction and define our five-attribute subset below. 
We will make it with explicit attribute declarations, 
contrasting [5]. 

B. Weka experiment: optimal classifier and its performance 

for the entire data set and reduced one 

Weka allows, after some customization with Package 
Manager, to apply the "Auto-Weka," a tool that performs 
combined algorithm selection and hyperparameter 
optimization. Auto-WEKA recommends a classifier for a 
specific dataset, which will likely serve best. Such an optimal 
classifier turned out to be the Logistic Models Tree (LMT) one 
in our research. Table 1 compares some performance 
parameters of this classifier with the best classifier of 
reference [7] (Support Vector Machine, SVM-type classifier). 
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Here, MCC means Mattew correlation coefficient. One can 
conclude that the performance is almost equally excellent for 
both classifiers.  

Table 2 compares the performance parameters of the 
optimal LMT classifier concerning complete and reduced 
datasets. There are also given evaluations concerning both 
classes (diagnoses). 

TABLE I.  AVERAGE WEIGHTED PERFORMANCE ESTIMATIONS FOR 

TWO DIFFERENT CLASSIFIERS OF THE FULL  DATASET 

Classifier Precision Recall Kappa 

statistics 

MCC ROC 

area 

SVM  0.98 0.98 0.95 0.96 0.97 

LMT 0.98 0.98 0.95 0.95 1.00 

One can conclude that the dataset may be almost triply 
reduced due to the duly attribute selection. Meanwhile, the 
performance parameters of the reduced dataset are at least not 
worse than the ones for the complete dataset. Besides, the 
LMT classifier, recommended by Auto-Weka, ensures 
excellent performance, as shown in the tables above. 

TABLE II.  PERFORMANCE EVALUATIONS FOR COMPLETE AND 

REDUCED DATASETS 

Data

set 
Class 

Precisi

on 
Recall Kappa  MCC 

ROC 

area 

Full 
M 0.971 0.958 0.943 0.944 0.994 

B 0.975 0.983 0.943 0.944 0.994 

 

Red. 

M 0.985 0.963 0.951 0.951 0.993 

B 0.983 0.992 0.951 0.951 0.993 

It is worth remarking that further reduction of the already 
reduced dataset, e.g., neglecting the three last low-ranked 
attributes, drops the classifying performance. The precisions 
decrease to 0,960 and 0.943, recall up to 0.901 and 0.978 for 
malignant and benign diagnoses, respectively, the MCC up to 
0.891, and the ROC area up to 0.988. These are still excellent 
results but are a touch worse than those from Table II with 
eleven attributes dataset. 

C. Clusters-to-classes evaluations: complete and reduced 

datasets 

One can find a sample of the recent results of the WBCD 
clustering in the source [4]. Clustering was performed by two 
methods (K-means and Hierarchical method) concerning the 
full dataset only. The results of the work of the K-means 
algorithm were reckoned as more realistic. Our goal is slightly 
different: to evaluate cluster-to-classes' congruence for full 
and reduced datasets with the simple K-means algorithms. 
This algorithm allows two distances between instances: 
Euclidean [4] or Manhattan, which we had chosen. 

TABLE III.  COMPLEXITY (CONFUSION) MATRICES OF THE K-MEANS 

TECHNIQUE FOR FULL DATASETS 

Results of [4] Our results 

 M B  M B 

Malignant 179 31 Malignant 184 28 

Benign 10 349 Benign 9 348 

Table III shows the complexity (alias confusion) matrices 
for cluster-to-classes congruence regarding our results and [4] 
ones. One can see that the percentage of incorrectly clustered 
instances is even slightly lower in our results: 6.5% against  
7.2 % in [4]. So, Manhattan distance seems preferable for the 
K-means technique concerning WBCD. Still, the matching of 
results is good enough.  

TABLE IV.  COMPLEXITY (CONFUSION) MATRIX OF THE K-MEANS 

TECHNIQUE FOR THE REDUCED DATASET. 

 Malignant Benign 

Malignant 189 23 

Benign 3 354 

Table IV gives the complexity matrix for clustering our 
reduced dataset. Unexpectedly, the result is even better than 
in the previous table. In particular, the percentage of 
incorrectly clustered instances is less than  4.6%. It means 
clusters and diagnosis (classes) match each other more than in 
95% of cases, which is a reasonably okay result. Meanwhile, 
further reducing the subset, if one can neglect three low-
ranked attributes, raises the percentage of incorrectly clustered 
instances to 5.3 % vs. the previous 4.6%. 

Comparable but slightly worse results give algorithms  EM 
(Expectation Maximization) and Density-based one: 5.3% and 
6.3 % of incorrectly clustered instances, respectively. One 
shall mean the reduced dataset with eleven attributes within 
this paragraph. 

D. Association Rules Mining 

Association Rules mining helps us find patterns in the 
dataset [11]. It is the finding of attributes that occur together 
or are correlated if some simplifying is applied. Support and 
confidence are the leading measures for association rules 
mining.  

Support measures the number of cases, or the probability, 
that two items occur together in a single transaction (e.g., 
bread and butter). Confidence (accuracy) is a measure that 
states the likelihood that two things arise one after the other 
but not together (e.g., laptop and antivirus software.) Support 
and confidence values limit the possible transactions and 
determine those most frequently occurring patterns [11]. One 
can find other, more special, measures of the association rules 
quality in [12]. 

TABLE V.  EXAMPLES OF A FEW ASSOCIATION RULES FOR DIAGNOSES 

Benign 

Conditions Support 
(probab.) 

Confidence 

texture_mean < 19.5667,   
concave points_worst < 0.097 

192 
(0.538) 

0.995 

texture_mean  < 1 9.5667,  radius_worst 
< 17.3,  concave points_worst  <  0.097 

189  
(0.520) 

0.993 

Malignant 

perimeter_worst=(117.34-184.27) , 
smoothness_worst=(0.1216-0.1721) 

117 
(0.552) 

0.995 

concave points_mean=(0.0671-0.1341), 
perimeter_worst=(117.34-184.27) 

103 
(0.485) 

0.995 

The reduced data set with eleven attributes was in use. 
Numeric attributes were discretized by three bins, which held 
low, mid, and high values. Weka has several algorithms for 
association rules mining. "Predictive Apriori" was used, 
which searches with an increasing support threshold for the 
best set of rules [13]. This algorithm has a handy option 
enabling class (diagnosis) association rules to be mined 
instead of standard association rules. Table V shows some of 
the most supported diagnoses. 

Note that association rules for a benign diagnosis are based 
on conditions "less than" type that is, low values of attributes. 
At the same time, the conditions for malignant diagnosis use 
at least mid-attribute values.  
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E. Decision Tree and further reduction of the data set 

Alas, the best classifier for the reduced data set (SGD, 
which exploits a Support Vector  Machine type classification) 
does not, like the LMT, the "Decision Tree." Therefore, we 
have exploited a slightly tuned J48 classifier, which ensures 
only a touch worse performance than both classifiers 
mentioned above. For comparison, an averaged weighted 
precision of tuned J48 is  0.967, MCC is equal to 0.929, and 
ROC area is 0.978. These high indicators are near to those in 
Table II.  

Fig. 3. The slightly pruned "Decision Tree" for the reduced data set; the 
rectangles depict the leaves, ovals - the tree nodes 

Fig.3 presents a somewhat pruned "Decision Tree." This 
"Tree" has size 13 and comprises seven leaves. Note that the 
unpruned tree is more branched than the unpruned one: its size 
is 23 with 12 leaves.   

Note that only one attribute ("perimeter_worst") allows 
separating at once 140 from 212 (it is about two-thirds) 
patients with malignant tumors. One can see, however, that 
two patients with benign tumors are also comprised in this 
leaf. Indeed, one must accept that it is a straight payment for 
pruning and simplifying the "Decision tree."   

Indeed, this pruned "Decision tree" holds only five of 
eleven attributes of the reduced data set shown in Fig.2. 
Obviously, it is also the result of the "tree pruning" process. 
Thus, we got the five-attributed reduced data set, equal by the 
capacity to the outcome [5], but following a different path. 
Besides, we can present our data set and its attributes 
explicitly. The six "Decision Tree" nodes in Fig.3 display 
those five attributes. 

IV. DISCUSSION AND CONCLUSIONS 

A. Discussion 

WBCD seems too bulky and excessive due to the number 
of attributes. Recent studies [5] and this report convince us 
that WBCD can be reduced a few times for the number of 
attributes with feature selection methods within Machine 
Learning. Moreover, It is possible without losing the diagnosis 
precision or with minimal loss.  

The number of pertinent attributes may be reduced to five 
[5], confirmed by the "Decision Tree" in Fig.3 above. These 
most relevant attributes were, in our case, the following: 

• "perimeter_worst (0.685)," "area_worst (0.669)," and 
"concave points_worst (0.648) ;" 

• "concave points_mean ( 0.635) and "texture_mean 
(0.159 ),   

The ranks of the most relevant features, according to Fig.2, 
are pointed out in brackets. One can notice certain, though not 
ideal, correlations among attributes' ranks and the "decision 
Tree" nodes' locations. 

One can find the optimal classifier concerning this shortest 
dataset with Auto-Weka. It turned out that 
"weka.classifiers.meta.Bagging" allows a small number of 
improved results reported above for the J48 classifier. For 
example, this classifier gives 0.994 for ROC area and 0.970 
for precision and recall. 

The association rules, based on one or two attributes, 
permit useful, though preliminary, conclusions for clinicians 
too. Besides, the reduced dataset manifests good clusters-to-
classes matching. However, the optimal classifiers for these 
reduced datasets can differ from the best classifiers for 
complete datasets.  

Let us pay special attention to the rising of the "worst" type 
attributes presence: from 33 % in the complete WBCD to 60 
% in the reduced five-attributed one. "Worst" attributes are 
factually outliers from a statistics point of view; they spoil the 
sample. On the other hand, they were the high-ranked relevant 
attributes in our study. It can mean the outliers within 
biomedical data claim special care. Besides, it turned out they 
often hold valuable information about a patient. 

B. Conclusions 

As a result of the investigations mentioned above, it can 
be concluded that Weka is one of the most suitable software, 
especially for biomedical data analysis. This is mainly due to 
the well-designed visualization tools inherent in this software. 
The visual analysis opportunities, like those offered by Fig.3 
above, are a pragmatic necessity for clinicians primarily 
unfamiliar with the specifics of ML and the associated 
mathematics.  

Reduction, sometimes in a few time, of biomedical data 
sets, search for association rules, their visualization, 
infographics like "decision trees"  or other similar solutions 
look like the right path from ML achievements to clinic 
decision-making. In particular, this conclusion turned out 
correct for BC diagnostics using WBCD.  

We have virtually reduced bulky WBCD to the five-
attribute known data set. The reduced dataset is accompanied 
by clinically acceptable infographics, manifesting the leading 
impact of "outlying" attributes. Pay attention that these results 
were attained without essentially losing forecast efficacy.  
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Abstract — The article presents the developed machine 

learning model for the diagnosis and prognosis of a 

neurological disorder - Parkinson's disease. The choice of the 

algorithm used to create the model is justified. By employing 

machine learning methods, particularly Support Vector 

Machines and k-Nearest Neighbors algorithms, high accuracy 

and reliability were achieved in predicting disease class labels. 

The analysis of relationships between clinical, genetic, and 

biomarker features demonstrated that these characteristics 

significantly influence the development of Parkinson's disease. 

Keywords — machine learning, prediction of disease 

progression, Parkinson's disease 

I. INTRODUCTION 

The use of machine learning in medicine is rapidly 
advancing. Modern technologies enable efficient early 
diagnosis to determine the most appropriate treatment 
methods. Neural network construction technologies are 
applied in disease diagnosis, medical device development, 
personalized treatment, drug development, and telemedicine. 
Developed computer products are utilized as reliable tools 
that aid healthcare professionals in making informed 
decisions. Medical software programs include automation of 
medical devices, error detection, prediction, medical image 
analysis, result interpretation, and test utilization [1].  

The economic aspect of using IT technologies in 
medicine should not be overlooked. According to [2], the 
global digital healthcare market was estimated at $211.0 
billion USD in 2022. As per the forecasts in [2], the market 
is expected to grow at an average annual rate of 18.6%. 

One of the most demanded and advanced applications of 
artificial intelligence technologies in medicine remains the 
direction of human disease diagnosis. Figure 1 depicts the 
distribution of the use of machine learning methods in 
various diagnostic directions [3]. 

 

Fig. 1. Distribution of the use of machine learning methods in 
diagnostics. 

In Ukraine, the application of machine learning in 
medicine is increasingly becoming an effective practical 
solution. It is worth noting that the implementation of 
artificial intelligence technologies often stems from private 
initiatives by entrepreneurs and researchers, frequently in 
collaboration with state research institutions. An example of 
this is the medical startup "CheckEye" [4]. Their developed 
solution allows screening for diabetic retinopathy based on 
photographs of the eye fundus. The solution was developed 
in partnership with researchers from the Filatov Institute of 
Eye Diseases and Tissue Therapy. Another recent Ukrainian 
development is "Mark" [5]. Utilizing machine learning 
algorithms, this virtual assistant analyzes test results, health 
dynamics, medical history, data from health-trackers, and 
more. Esper Bionics [6] gained global recognition for their 
startup—a robotic limb prosthesis using advanced machine 
learning technologies for prosthetic control, providing 
individuals with improved limb functionality. 

Due to the diversity of medical tasks for which artificial 
intelligence technologies are applied, various machine 
learning models, such as regression, support vector 
machines, random forests for supervised learning, and 
principal component analysis for unsupervised learning, are 
used to build effective solutions. 

The aim of the presented work is to build a model for 
predicting the progression of Parkinson's disease. 
Neurological disorders, including Parkinson's disease, are 
becoming increasingly significant issues for the medical 
community and society as a whole in the modern world. This 
disease is one of the complex neurological disorders that 
have a serious impact on the quality of life of individuals. 
Among age-related neurological disorders that lead to a 
range of motor and cognitive symptoms, Parkinson's disease 
is the second most prevalent. Early initiation of Parkinson's 
disease treatment is crucial, and for this, reliable early 
diagnosis of the disease is of utmost importance. The 
absence of an accurate and reliable diagnostic method for 
Parkinson's disease can hinder timely treatment initiation and 
improvement of patients' condition. 

The research on the use of machine learning methods for 
diagnosing Parkinson's disease covers a wide range of 
scientific literature, as evidenced by a comprehensive review 
[7]. Additionally, it is worth mentioning contemporary 
scientific articles dedicated to this topic, which have been 
published between 2021 and 2023 and were not included in 
the aforementioned review [7]. These works mainly focus on 
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analyzing the significance of specific disease features for the 
effective diagnosis of Parkinson's disease at its early stages. 

In project [8], the objective is to detect Parkinson's 
disease using various types of machine learning and deep 
learning models, such as Support Vector Machine, Random 
Forest, Decision Tree, k-Nearest Neighbors, and Multi-Layer 
Perceptron. As a criterion for distinguishing between healthy 
and diseased individuals, specific features of the voice signal 
were selected. Works [9-10] are dedicated to various aspects 
of diagnosing patients based on the characteristics of their 
voice signals. 

The University of Pennsylvania Smell Identification Test 
(UPSIT) is used to assess the presence of hyposmia (reduced 
sense of smell) in patients, which is a common symptom of 
Parkinson's disease. The goal of the study [11] was to create 
a shortened version of the Italian-adapted UPSIT test. Using 
several one-dimensional and statistical approaches, 8 items 
were selected as the most informative, and a model trained 
on these 8 items performed better compared to the full 
version with 40 items. 

In the work [12], the authors evaluated blood samples 
using various analytical instruments, such as gas 
chromatography-MS, capillary electrophoresis-MS and 
liquid chromatography-MS. 

The works [13-14] discuss the most important clinical 
biomarkers of Parkinson's disease, elucidating their 
physiological role and functions in this condition. Innovative 
aptasensors for detecting Parkinson's disease biomarkers 
using electrochemical methods are introduced for the first 
time, along with the mention of future alternatives, including 
ideal analytical platforms for diagnostics in medical care 
settings. 

Research [15] is dedicated to using machine learning 
algorithms to analyze the length, speed, and width of the 
step, as well as the variability of step width in patients 
diagnosed with Parkinson's disease. 

One specific research direction is the study of the 
feasibility of structuring, implementing, validating, and 
adopting a software tremor simulator capable of generating 
data related to movement disorders, both for healthy 
individuals and for pathological conditions, based on raw 
inertial measurements. This simulator outputs tremor 
acceleration and angular velocity. The work presented in 
reference [16] focuses on a particular case, specifically, 
tremor associated with Parkinson's diseas. 

The presented work is conceptually similar to a thorough 
investigation conducted in [17], where a hypothesis-free 
disease-relevant network was constructed, focusing on 
various diseases. Additionally, in [16] investigated drug-gene 
interactions was studied. 

II. MACHINE LEARNING MODEL CREATION 

To create a machine learning model aimed at predicting 
the progression of Parkinson's disease, the dataset used was 
PPMI (Parkinson's Progression Markers Initiative) [18]. 
PPMI is a dataset specifically established to identify markers 
of Parkinson's disease progression. This dataset is the result 
of collaborative efforts by researchers and medical specialists 
to collect and analyze data related to Parkinson's disease, 
aiming to understand its progression and develop new 
diagnostic and treatment methods. It encompasses diverse 

data types, including clinical data, genetic data, and 
biomarker data. Clinical data includes information about 
patients, such as age, gender, symptoms, results of clinical 
tests, and disease severity scales. These data help establish 
connections between symptoms and disease progression, as 
well as investigate risk factors and prognostic indicators. 
Genetic data reflects genetic markers associated with 
Parkinson's disease. Researching these markers allows the 
identification of genetic factors influencing disease risk and 
progression. Biomarker data consists of information about 
levels of specific substances in the body that can serve as 
indicators of the disease's status. Biomarkers can be utilized 
for diagnosis, predicting disease progression, and assessing 
treatment effectiveness. This dataset represents a valuable 
resource for research in the field of Parkinson's disease. It 
provides the opportunity to study disease progression, 
establish relationships between clinical features and genetic 
factors, and explore potential biomarkers for diagnosis and 
disease monitoring. Such data can contribute to advancing 
the understanding of Parkinson's disease, developing novel 
diagnostic and treatment methods, and promoting a 
personalized approach to managing patients with Parkinson's 
disease. 

The selected dataset consisted of a set of data from 549 
patients, categorized as follows: 379 diagnosed with 
Parkinson's disease, 158 healthy patients, and 52 patients 
with other symptoms. The distribution of patients by age is 
presented in Figure 2. 

 
Fig. 2. Distribution of patients by age. 

The data were divided into three groups: 
1) Genotype: 

 APOE Genotype 
 Number of e4 alleles in APOE Gene 

2) Clinical: 
 Age 
 Investigator Diagnosis of Cognitive 

3) Biomarkers: 
 Ratio of CSF A-beta 1-42 to CSF Alpha-

synuclein (2016 assay) 
 CSF A-beta 1-42 (2016 assay) 
 CSF Alpha-synuclein (2016 assay) 
 Benton Judgement of Line Orientation Score 
 Left caudate  
 Right caudate 
 Contralateral caudate 
 Contralateral count density ratio 
 Contralateral putamen 
 Contralateral striatum 

To examine the relationships between variables in the 
dataset, a correlation matrix was considered (Figure 3). 
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Fig. 3. Correlation Matrix 

Using the correlation matrix, one can track the degree of 
linear dependence between variables and identify whether 
there is a statistically significant relationship between them. 
The color scale in the correlation matrix visualizes the degree 
of correlation between variables. Different shades of color 
represent different values of the correlation coefficient. This 
color scale allows for a visual assessment of the degree of 
dependence between variables. More saturated colors (e.g., 
red or blue) indicate a stronger correlation between the 
respective variables. A more saturated red color indicates a 
positive correlation, while a more saturated blue color 
indicates a negative correlation. 

In addition to correlation analysis, the Random Forest 
method, using the scikit-learn library, was employed to 
identify the most important and informative variables in the 
context of the model: 

age = 0.9220219053378521 
CAUDATE_R = 0.0769216349161753 
CAUDATE_L = 0.06976205675930829 
con_striatum = 0.2592766516343571 
con_caudate = 0.10859836137307446 
con_putamen = 0.2977342630221475 
ptau_ab = 0.03531419050428856 
ptay_asym = 0.041036940282410256 
cjgstate = 0.002021761982299179 
APOE = 0.008278892763704143 
APOE_e4 = 0.00885305622845005 

They are determined based on how well a variable 
contributes to the reduction of the mean squared error 
(MSE) or the Gini impurity during the tree splitting in the 
Random Forest method. 

After preprocessing the dataset, it was split into training 
and testing sets in a ratio of 70:30. 70% of the data was used 
for training the model, and 30% for testing. For training the 
initial models, the input variables X were selected: 

• 'ptau_asyn': The feature indicates the level of 
phosphorylated alpha-synuclein in the brain. Alpha-
synuclein is a protein that plays a key role in the 
formation of neurofibrillary tangles, which are 
characteristic of Parkinson's disease. Higher values 
of 'ptau_asyn' may indicate the progression of the 
disease. 

• 'ptau_ab': feature indicates the level of 
phosphorylated amyloid beta-peptide in the brain. 

• 'APOE_e4': feature indicates the presence of the ε4 
allele of the apolipoprotein E gene.  

• 'con_caudate': feature reflects the connectivity or 
structural connectivity in the caudate nucleus 
region. 

Variable Y (APPRDX) will be the output of the model 
as it represents the categorization into specific groups: 1 - 
has Parkinson's symptoms, 2 - healthy, 3 - other disease. 

Five models were trained on the variables mentioned 
above, each using a different algorithm:  

• Model1 – Random Forest algorithm; 

• Model2 - Decision Tree algorithm; 

• Model3 - Gradient Boosting algorithm; 

• Model4 - Support Vector Machine algorithm; 

• Model5 - k-Nearest Neighbors algorithm. 

To determine their effectiveness, the evaluation was 
performed using five metrics: 

 Accuracy: Measures the overall correctness of the 
model by calculating the ratio of correctly classified 
examples to the total number of examples. 

 Sensitivity: Measures the model's ability to correctly 
identify positive examples. It is calculated as the 
ratio of correctly classified positive examples to the 
total number of positive examples. 

 Specificity: Measures the ability of the model to 
correctly identify negative examples. It is calculated 
as the ratio of true negative examples to the total 
number of negative examples. 

 F1-Score: combines sensitivity and specificity into a 
single metric that takes into account both the 
precision and recall of the model. It is the harmonic 
mean between precision and recall. 

 Receiver Operating Characteristic Area Under the 
Curve (ROC AUC): easures the model's ability to 
distinguish between positive and negative classes. 

The results of model evaluations can be seen in Table 1. 

TABLE I.  RESULTS OF MODEL EVALUATIONS 

Model Input data Accuracy Sensitivity Specificity 

Model1 
'ptau_asyn', 
'ptau_ab', 

'APOE_e4', 
'con_caudate' 

0.79 0.54 0.92 

Model2 0.73 0.61 0.89 

Model3 0.80 0.58 0.94 

Model4 0.83 0.58 0.94 

Model5 0.76 0.59 0.94 

     

Model Input data F1-Score ROC AUC  

Model1 
'ptau_asyn', 
'ptau_ab', 

'APOE_e4', 
'con_caudate' 

0.63 0.72  

Model2 0.66 0.69  

Model3 0.68 0.73  

Model4 0.68 0.76  

Model5 0.68 0.73  

For training the following models, the following input 
variables X were selected: 

• 'con_striatum' variable indicates the connectivity 
between different brain regions, including the 
striatum. Changes in striatum connectivity may 
reflect dysfunction in the basal ganglia system, 
which is characteristic of neurodegenerative 
diseases. The striatum plays a crucial role in 
regulating movements, and its connections with 
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other brain regions may be disrupted in Parkinson's 
patients. 

• 'con_putamen' variable indicates the connectivity 
between different brain regions, including the 
putamen. The putamen is part of the basal ganglia, 
which plays an important role in controlling 
movements and coordination. Changes in the 
putamen's connections may indicate dysfunction in 
this structure, which can affect motor symptoms 
and other manifestations of Parkinson's disease. 

• 'APOE' variable is related to the Apolipoprotein E 
gene, which has significant importance for lipid 
and cholesterol metabolism in the body. Genetic 
variations in the APOE gene may influence the risk 
of developing the disease. 

The variable Y – APPRDX. The above-mentioned 
variables were used to train five models, each using a 
different algorithm:  

• Model1 – k-nearest neighbors algorithm; 

• Model2 - decision tree algorithm; 

• Model3 - gradient boosting algorithm; 

• Model4 - random forest algorithm. 
The results of model evaluations can be seen in Table 2. 

TABLE II.  RESULTS OF MODEL EVALUATIONS 

Model Input data Accuracy Sensitivity Specificity 

Model1 
'con_striatum', 
'con_putamen', 

'APOE', 

0.91 0.90 1.0 

Model2 0.85 0.74 1.0 

Model3 0.86 0.75 1.0 

Model4 0.91 0.81 1.0 

     

Модель Input data F1-Score ROC AUC  

Model1 
'con_striatum', 
'con_putamen', 

'APOE', 

0.95 0.94  

Model2 0.85 0.88  

Model3 0.86 0.88  

Model4 0.90 0.90  

The two best-performing models were Model4, 
developed based on the Support Vector Machine algorithm, 
and Model1, developed based on the k-Nearest Neighbors 
algorithm. They demonstrated high accuracy. The 
visualization and performance evaluation of the 
classification models can be seen in Figure 4. The closer the 
curve is to the upper left corner of the graph, the better the 
model performs. 

 

 

Fig. 4. Dependence between sensitivity (True Positive Rate) and 
specificity (False Positive Rate) of the models 

To enhance accuracy and stability, it was decided to use 
an ensemble of models, combining different algorithms. This 

strategy is based on the fact that each individual model has 
its strengths and weaknesses, and their combination can lead 
to improved predictive accuracy. In this case, the 
performance metrics are as follows: Accuracy = 0.96, 
Sensitivity = 0.88, Specificity = 1.0, F1-Score = 0.93, ROC 
AUC = 0.94. The results of this ensemble of models can be 
observed in Figure 5, where the improvement in prediction 
accuracy is tracked.  

 

Fig. 5. Visualization of the forecast results of the ensemble of models 

The predicted values are represented by the red dots, 
while the actual values are represented by the blue dots. 
There is a close alignment between them, indicating that the 
model successfully predicts class labels with high accuracy. 
Combining different algorithms in an ensemble allows 
leveraging their strengths and compensating for their 
weaknesses. This helps improve the overall predictive 
accuracy of the model. When multiple models with different 
algorithms are combined, they can complement each other 
and reduce the impact of random errors or overlearning, 
leading to more stable and reliable predictions. The 
application of model ensembles is a powerful tool for 
enhancing the accuracy and robustness of predicting the 
progression of Parkinson's disease. This approach enables 
obtaining reliable results and instills confidence in the 
predictive capabilities of the model. 

CONCLUSIONS 

Parkinson's disease is a chronic neurodegenerative 
disorder, which is very challenging to study due to the 
localization of pathology and the changing clinical 
phenotype over time. Currently, there is no precise 
diagnostic test for Parkinson's disease. In this regard, the 
effectiveness of treatment critically depends on early disease 
detection. 

As a result of the research, a successful prognostic model 
for diagnosing Parkinson's disease was developed. The use 
of machine learning methods, particularly Support Vector 
Machines and k-Nearest Neighbors algorithms, enabled 
achieving high accuracy and reliability in predicting disease 
class labels. The analysis of interrelations between clinical, 
genetic, and biomarker features has demonstrated that these 
attributes significantly influence the development of 
Parkinson's disease. This reaffirms the importance of 
integrating various types of data to achieve better diagnosis 
and understanding of the mechanisms underlying this 
condition. 
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To improve the accuracy and stability of the results, it 
was decided to use an ensemble of models, combining 
different algorithms. This enhances the reliability of the 
forecasts and reduces the impact of possible shortcomings in 
individual models. The obtained research results have 
significant practical implications. Early diagnosis and 
identification of high-risk patient groups will enable timely 
treatment and improve the quality of life for Parkinson's 
disease patients. Additionally, the knowledge gained about 
the relationships between features and disease development 
factors can contribute to further research and the 
development of new treatment methods. 

The research was conducted on a limited dataset; 
therefore, additional studies using a more extensive dataset 
could yield more accurate and detailed results. Further 
research may also involve exploring other machine learning 
algorithms and investigating new features that may be 
associated with Parkinson's disease. 
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Abstract — Rhythmic gymnastics, which includes both fast 

movements and turns of various body parts, as well as a large 

set of complex non-standard poses and their combinations, was 

chosen to research the problems of developing an effective real-

time classification, localization and tracking system. The choice 

of rhythmic gymnastics as a model task is dictated by the fact 

that researchers can create a controlled environment for 

conducting experiments without restriction of movement and 

the possibility of rapid repetition of poses, which significantly 

increases the effectiveness of research and accelerates its 

implementation. 

Keywords — machine learning, artificial intelligence in 

sport, rhythmic gymnastics, real-time tracking system 

I. INTRODUCTION 

Based on analysis of modern publications, we can draw 
an unequivocal conclusion, that in recent years, sport has 
become one of the most popular fields for machine learning 
applications and intelligent data analysis. On the one hand, 
it is due to the diversity of the subject areas and on the other 
hand, to the commercial prospects of using the obtained 
models and software products [1-5].  

In addition to professionals (athletes, coaches, sports 
analysts, etc.), fundamental shifts in the sports industry 
caused by the use of artificial intelligence technologies have 
become obvious to the regular user as well [6]. 

From a historical point of view, the first commercial 
attempts to apply machine learning methods in sports were 
attempts to predict the results of sports competitions. It is 
clear that in this case there is an imitation of the ancient 
tradition of using the methods of mathematical statistics to 
predict sports results and training efficiency. A similar 
practice remains relevant even today [7-10]. 

In addition to predicting the results of sports 
competitions, the machine learning and intelligent data 
analysis are used in modern sport to develop optimal tactics 
and strategy of the game, to increase the effectiveness of 
training athletes, to organize objective judging of 
competitions, etc. The analysis of publications shows that 
among all sport competitions, football and its diverse 
aspects are the most often the object of research [11-21]. 
Similar studies on other competitions are less common [22-
24]. 

In order to deepen the study of the problem of human 
pose recognition, in particular, complex cases of poses, the 
authors chose rhythmic gymnastics, a sport that has recently 
become the subject of research on artificial intelligence 
problems [25-26]. 

Rhythmic gymnastics, which includes both fast 
movements and turns of various parts of the body, as well as 
a large set of complex non-standard poses and their 
combinations, was chosen to research this issue. An 
additional advantage of choosing rhythmic gymnastics as a 
model task is the fact that researchers can create a controlled 
environment for conducting experiments without movement 
restriction and the possibility of rapid repetition of poses, 
which significantly increases the effectiveness of the study 
and accelerates its implementation. 

The presented work is part of the research program 
implemented by specialists of the interfaculty laboratory of 
machine learning and intellectual data analysis on the 
Faculty of Information and Applied Technologies of Vasyl’ 
Stus Donetsk National University. 

II. MAIN TASK OF RECOGNIZING HUMAN POSES 

The pose estimation task, as one of the computer vision 
tasks, includes detection, association and tracking of 
semantic key points. From an applied point of view, this is 
related to the technical task of localizing human joints on 
image or video to form a skeleton representation. 

Automatic human pose detection is a complex problem 
because it depends image scale and resolution, illumination 
changes, background obstacles, clothing changes, 
surroundings, and human interaction with the environment 
[27]. The list of effective software applications on this topic 
is significantly limited. 

Semantic tracking of key points in video materials in 
real time requires large computing resources, which 
significantly limits the accuracy of pose estimation. 
Conventional pose tracking methods are not fast enough and 
not occlusion-resistant enough to be effective in 
implementing applied tasks. 

Tracking a person's posture in real-time will allow 
computers to more subtly and naturally understand human 
behavior, for example, in autonomous driving, because of 
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detection and tracking of human postures in real-time, 
algorithms are able to predict much better pedestrians 
behavior, which provides a more safe driving experience. 

Two-dimensional human pose estimation is used to 
estimate the two-dimensional position or spatial location of 
key points of the human body from visual effects such as 
images and videos. Traditional two-dimensional human 
pose estimation methods use different manual feature 
extraction methods for individual body parts. Some popular 
methods include OpenPose, CPN, AlphaPose, and HRNet. 

Three-dimensional human posture estimation is used to 
predict the location of body joints in three-dimensional 
space. Some methods also reconstruct a three-dimensional 
human mesh from videos or static images. This approach 
makes it possible to obtain detailed three-dimensional 
information about the structure of the human body.  

From a technical point of view, 3D estimation of human 
posture can be performed on monocular images or videos. 
Although two-dimensional datasets can be easily obtained, 
collecting accurate three-dimensional pose image 
annotations is time-consuming and manual labeling is 
expensive and impractical. Three-dimensional pose 
estimation had made progress in recent years, like a popular 
library OpenPose [28]. 

Depending on the input data size requirements, the pose 
estimation task can be divided into cases of 2D and 3D 
estimation. Two-dimensional pose estimation is a prediction 
of the location of body joints in an image. As a final result, 
three-dimensional human pose estimation assumes 3D 
location of all body joints. 

Two-dimensional human pose estimation consists in 
estimating the location of key points in two-dimensional 
space relative to the image frame. For each key point the 
model estimates two-dimensional coordinates. It becomes 
possible to convert the described object into a three-
dimensional object by adding the Z dimension to the 
prediction. Three-dimensional estimation of human pose is a 
challenging task, even considering the current level of 
development of machine learning technologies. 

Most three-dimensional human pose estimation models 
involve finding a two-dimensional pose and then trying to 
synthesize a 3D pose from it. There are also some methods 
that predict 3D poses without first finding a 2D pose. 

The location of human body parts is used to construct a 
representation of the human body (eg, the pose of the body 
skeleton) based on the visual input. As a rule, the model 
approach is used to describe and infer the posture of the 
human body and to visualize modeled poses. 

In most methods, the human body is modeled as an 
object with joints and limbs. Also this object contains 
information about the body shape and its kinematic 
structure. In such a case, a rigid N-joint kinematic model is 
used [29]. 

A skeleton-based (kinematic) model flexible and 
intuitive model of the human body includes a set of joint 
positions and orientations of the limbs to represent the 
structure of the human body. Models of this type are used to 

reflect the relationships between different parts of the body. 
Skeleton-based models are limited in their representation of 
texture or shape. This model is used in both two-
dimensional and three-dimensional human posture 
estimation techniques due to its flexibility [30]. 

A contour-based model is used for two-dimensional pose 
estimation, therefore contour model is also called planar 
model. Body parts are represented by several rectangles 
approximating contours of human body. With the help of 
principal component analysis it becomes possible to capture 
the full graph of human body and silhouette deformations 
(for example, Active Shape Model). 

A volumetric model used for three-dimensional pose 
estimation. For example, GHUM and GHUML are deep 
learning models trained on a high-resolution whole-body 
scan dataset of over sixty thousand human configurations to 
model statistical and articulated three-dimensional human 
posture and body shape. 

Multi-frame assessment of human posture requires large 
computing power. The performance of human joint 
detectors for real-time pose tracking is poor, whereas for 
static image processing, human joint detectors perform very 
well. 

The main problems include the handling of motion blur, 
video defocus, pose occlusion, and the inability to capture 
temporal dependencies between video frames. 

The use of RNNs causes empirical difficulties in 
modeling spatial contexts, for example, in the case of a pose 
occlusions. Modern multi-frame human pose estimation 
frameworks, such as DCPose, use a large number of time 
signals between video frames to facilitate keypoint 
detection. 

It is worth noting that human posture recognition has 
made significant progress in recent years. It went from 2D 
to 3D pose estimation and from single person to multi-
person pose estimation [31] 

Algorithms for human pose estimation can be 
distinguished depending on the use of one of several 
possible approaches. We can distinguish generative and 
discriminant methods [32]; depending on the method of 
work, we distinguish top-down and bottom-up methods 
[33]. 

Generally, existing research has focused on the problem 
of pose estimation from single camera data. It should be 
noted that there are algorithms whose main idea is to use 
data from multiple viewpoints/cameras. By combining data 
in this way, it becomes possible to create more accurate 
poses and better occlusion processing. A significant 
limitation of such studies is primarily the lack of appropriate 
datasets. 

Bottom-up and top-down algorithms do not have 
relational constraints on the final result. The algorithm that 
predicts joint positions from the input image does not have 
any filter to reject / correct unnatural posture. This can 
sometimes lead to an incorrect assessment of a person's 
posture. To deal with this problem, there is a set of post-
processing algorithms that reject unnatural human poses. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

13 

The output pose is passed through a learning algorithm that 
scores each pose based on its likelihood. Poses that score 
below the threshold are ignored in the testing phase. 

A common method of predicting joint locations is to 
construct confidence maps for each joint.  

Preprocessing includes two steps: removing the 
background and creating a bounding box. 

Using MPPE algorithm, bounding boxes are created for 
each person present in the image. Each of them is then 
separately evaluated for human pose. In the case of 3D 
human pose estimation, camera calibration is fundamentally 
necessary to convert the data to standard coordinates. 

Preprocessing includes common Computer Vision based 
functions such as HoG and SIFT. These features are 
computed explicitly before feeding the input data to the next 
learning algorithm. Implicit features refer to feature maps 
based on deep learning, such as results from complex deep 
CNNs. These feature maps are part of a complete end-to-end 
trained pipeline. 

In traditional object detection, the human body is 
perceived only as a bounding frame (square). Traditional 
pose tracking methods are neither fast enough nor reliable 
enough to be effective for practical applications, especially in 
the field of sports where athletes' postures are complex and 
rapidly changing to be accurately captured. Zenia, for 
example, is an AI-powered yoga app that uses HPE to help 
you achieve proper posture during your yoga practice. It uses 
the camera to detect your pose and assess how accurate your 
pose is – if it's correct, the predicted pose will be displayed in 
green, just like the image above. If the pose is incorrect, red 
will replace green. In addition to yoga, HPE has found 
application in other forms of exercise. 

Most current recognition methods rely heavily on 
appearance information, taking as input the RGB sequence 
of entire image regions. Despite the effectiveness of using 
contextual information about a person, such as their 
appearance and scene characteristics, this method has large 
errors when actions have similar contextual information. 
Methods based on the recognition of human posture and 
taking only a sequence of human skeletons as input have the 
same fallacies. Because of this, they suffer from inaccurate 
assessment of posture or the ambiguity of a person's posture 
without understanding the context. Models that take into 
account both external context and pose often get a score bias 
towards appearance and generalize poorly to videos with 
little context. To solve this problem, it has been proposed to 
create an integration of these two features that will 
dynamically combine appearance and pose streams by 
observing pose features in real time. Depending on the 
confidence level of the information, the model allows you to 
decide what scene information will be used in the 
integration. 

After receiving a video clip as input, the proposed model 
takes as input its external context sequence “A” and the 
corresponding pose estimation sequence “P”, and then 
predicts the probabilities of actions in the video according to 
the target classes “C”. The appearance sequence consists of 
RGB frames, and the pose sequence consists of human pose 
frames. The model architecture processes the two sequences 
via appearance and pose streams, which will transform “A” 
and “P” into spatiotemporal characteristics of appearance and 

pose, respectively. Then, the proposed pose flow-driven 
feature integrator combines these two features for action 
recognition. As a result, the action features are fed into the 
classifier, which gives the probabilities of action classes 
occurring in the video clip. 

When developing the solution, the Mimetics, Kinetics400 
AND NTU-RGBD datasets were chosen for training and 
evaluating the accuracy of the models. These datasets contain 
videos and short clips of specific human activities that have 
been annotated for each video. 

The peculiarity of the NTU-RGBD dataset compared to 
others is that the videos in it were taken in laboratory 
conditions and always allow you to find the full skeleton of 
people in the video, unlike the other two datasets, whose 
videos were taken from Internet resources such as Youtube 
and others. 

In total, this dataset contains 56880 videos, each of which 
corresponds to one of 60 classes of human actions. 

Mimetics and Kinetics400 datasets were taken in order to 
take into account occlusions and incomplete vision of human 
poses in videos close to real ones.  

The main feature is that pose estimation on these videos 
is extremely difficult and accordingly, it can be tested to 
what extent the integration of pose estimation analysis will 
improve accuracy on videos where it alone cannot provide 
high accuracy results. 

For the purity of the validation, the Mimetics dataset was 
chosen as the dataset to evaluate the model predictions, i.e. 
its videos will not be involved in the model training process. 

The pose stream also takes as input “T” frames from a 
video clip, using the same sampling scheme as in the context 
stream, thus extracting key points of the human body from 
the frames through the use of off-the-shelf two-dimention 
methods. 

The flow architecture uses the same ResNet model as the 
appearance flow, but with some changes to reduce the 
memory required. In particular, we skip the first two-stage 
convolutional layer and the next ResNet layer with max-
pooling; this allows us to transform and reduce the size of 
HP and WP by a factor of four, while maintaining the spatial 
dimension of the output signal as in the external stream. The 
search for optimal hyper-parameters for training and the 
augmentation of training data to increase the accuracy of the 
model remains promising. The model itself can work with 
limited efficiency even with pictures. 

With the use of Kinetics400, Mimetics and NTU-RGBD 
datasets, an accuracy research of the final system was 
conducted. The high accuracy of the context stream was 
shown on Kinetics and NTU-RGBD datasets. On the 
Mimetics set, the accuracy was much lower. This is mainly 
due to the fact that models performed better on camera 
angles and incomplete poses on the Kinetics and NTU-
RGBD datasets than on the new video format. 

The pose analysis stream showed high accuracy on the 
NTU-RGBD set. At the same time, it showed low accuracy 
on the Kinetics and Mimetics datasets. This is because, 
unlike NTU-RGBD, the other datasets were collected from 
videos and clips from Youtube, respectively, due to the 
occlusions of people or the perspective of the camera, the 
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model could not capture the full skeleton of people's limbs in 
the video. 

The result of evaluating a figure in video content is its 
formalized description in the category space. Such 
categories are the position of the limbs, head, etc. Each 
component of the figure is described in its own specific 
category space. Each j-th shape is described by two objects: 
Aj – a fragment of a video frame and a vector Bj = (bj1, 
bj2,...,bjN), which defines the category of each of the N 
components of the shape, j = 1..M. 

As a result of processing a video frame fragment Aj, the 
recognition system produces the result in the form of a 
vector Cj = (cj1, cj2,...,cjN ). The meaning of each coordinate 
of this vector is similar to the coordinates of the vector Bj. 
The task of optimizing the system is to choose its 
parameters P that will ensure the minimum deviation 
between the vectors Bj and Cj over the entire sample of M 
shapes. With the shape-by-shape approach, the similarity 
between the vectors Bj and Cj is calculated at the j-th 
iteration of the learning algorithm and the parameters P are 
immediately modified to increase this similarity. At the 
same time, the intensity of the modification should be small 
enough to make the learning process fast, and small enough 
to avoid losing the experience from previous examples 
during the learning process. It is also possible to calculate 
the inverse indicator – the disjunction between vectors Bj 
and Cj, and then the optimization will be to minimize the 
disjunction (which is equivalent to maximizing the 
similarity). The batch approach first calculates the similarity 
for each pair of vectors Bj and Cj, j = 1..M., then averages 
the similarities over the entire sample, and modifies the 
parameters P based on the averaged metric. 

The final model showed that it becomes possible to 
achieve higher accuracy of video prediction results on 
datasets by combining pose streams and video context. This 
allows the strengths of both approaches to be utilized. 

For the study [34], the authors created their own dataset 
consisting of 1000 video performances of female athletes 
with the objects hoop, ball, mace and ribbon This dataset is 
designed only for the rules and evaluation system of athletes 
in 2016-2020.  

To study the classification methods, the authors of this 
article built their own dataset, which contains test and 
training datasets for further training of the sports elements 
classification model. The five most popular elements in 
terms of performance were selected for classification. 

The authors put forward the following requirements for 
the data set: 

o the images of individual athletes, which should 
occupy at least 50% of the image length. 

o the image should show all parts of the athlete's 
body. 

o the minimum image quality should be 240 by 360.  

The following resources were used to collect the data set: 
o video recordings of athletes' performances at the 

XXXII Olympic Games in Tokyo [35, 36].  
o photo reports from the competitions by the official 

photographer of the National Rhythmic 

Gymnastics Team of Ukraine Maria Muzychenko 
[37]. 

o photo reports by photographer Ihor Sakhatsky [38].  
o video of performances [39]. 

In general, the implementation of the project can be 
schematically divided into the following stages: 1) Dataset 
collection 2) Data marking 3) Retraining neural networks on 
marked data 4) Combining detector models with tracking 
algorithms. 5) Adding to the obtained result a set of basic 
algorithms 6) Optimizing the obtained combinations 7) 
Modeling the neural network architecture 8) Software 
development 9) Testing the solution. 
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CONCLUSIONS 

From the analysis of modern publications, it becomes 
obvious that certain classes of posture assessment tasks are 
well researched, and the available technical implementations 
allow us to single out directions where high accuracy is 
achieved for the assessment of basic movements (walking, 
slow hand movements, jumping up, etc.).  

The assessment of posture for fast movements and non-
standard postures of a complex type due to the large number 
of limbs involved in movement remains significantly less 
researched. A large number of synchronized videos with fast 
movements and sequences of complex poses from different 
angles allows forming a dataset necessary for further 
research and implementation of the obtained results both in 
socially significant industries and in the market of 
commercial services using artificial intelligence 
technologies.  

Engineers of the laboratory of machine learning and 
intellectual analysis of the Vasyl’ Stus Donetsk National 
University develop a computer system that can be used to 
increase the objectivity of sports refereeing in rhythmic 
gymnastics competitions, as well as become an alternative to 
the traditional refereeing system in the case of competitions 
held in a remote format . Scaling the task, the system can 
also be used to diagnose problems with the nervous system 
and musculoskeletal system of a person.  

All existing models have certain shortcomings, it was 
experimentally established that the use of ready-made 
solutions is insufficient for the implementation of the given 
task. The main problem of the existing open solutions have 
the low efficiency of the system for working with a large 
crowd of people, that is, the problem of combating 
occlusions and research on improving the quality of object 
detection models is extremely relevant. Also, the problem of 
synchronizing data from the camera, for combining visual 
images from several cameras, due to technical delays in the 
operation of the device and low bandwidth, turned out to be 
significant. 
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Fig. 1. An example of the program 

The main point of the research is the comparison of the 
quality of dataset formation using motion capture 
technologies (through a suit and camera) and manual 
annotation of 2D/3D poses. Further research on data sets 
generated by different technologies will allow the 
development of a new training methodology on the data sets 
to achieve the highest final model accuracy. The presence of 
synchronized video and ground truth data will provide an 
accurate metric for assessing the reliability of pose 
estimation class models. 

As a result of the project, a unique dataset of human 
poses will be created. The dataset differs from existing 
analogues by a large number of synchronized videos with 
fast movements and sequences of complex poses from 
different angles. The practical application of the research 
results will be much wider than just the use in the sports 
field. 

Based on the built model, it will be possible to expand 
the use functionality of the security camera system, which 
can be used to find potentially dangerous positions for others 
(for example, shooting or hitting) and for the person himself 
(for example, fainting). A possible application in the future is 
an application for attention control systems, improving the 
quality of online learning and workflow. 

The actual usage of the suggested complex model is 
medicine usage. In particular, detecting such postural 
problems as scoliosis by analyzing the patient's posture 
disorders, physical therapy and studying the cognitive 
development of the young children brain by monitoring 
motor functionality. Improving the functionality of video 
surveillance to achieve an automatic alarm system in the 
event of potentially dangerous situations. 

Human pose analysis can be methodologically extended 
for sign language detection and voice translation tasks by 
extending human-computer interaction for gesture control 
and developing motion capture systems without markers or 
sensors usage. 

Finally, the direct socially significant task, the 
implementation of which the project is aimed at, is the 
fundamental possibility of improving the learning process in 
sports, providing an opportunity to clearly see a specific 
problem in the execution of a certain sequence of actions, 
providing an additional tool for analyzing the success of 
performing movements in the correct manner. This will 
make it possible to increase the objectivity of refereeing, and 
in the future will provide an opportunity to hold national and 
international sports events remotely. 
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Abstract –– The paper analyzes the features of the Prophet 

library as a platform for forecasting the local meteorological 

situation. Annual and weekly forecasting of temperature 

changes in the environment in the city of Lviv was made, both 

without using and using the influence of exogenous 

parameters. Almost identical results were obtained in these 

two cases. The calculation of absolute and relative forecasting 

errors indicates a good quality of forecasting temperature 

changes using the Prophet package, at least for a weekly time 

frame. 

Keywords –– time series, mathematical model, Prophet 

library, exogenous parameter, absolute error, relative error, 

forecasting quality. 

I. INTRODUCTION 

Forecasting is a fairly popular and probably the most 
common analytical problem that arises when working with 
time series. However, it is not easy to get reliable forecasts - 
this requires serious training of a specialist who solves such 
a problem, as well as the availability of appropriate and 
easy-to-use software. To forecast time series in the Python 
and R programming languages, various approaches based on 
the ARIMA package are most often used - models of 
autoregressive integration of the moving average [1-5]. 
However, in this case, it is necessary to overcome certain 
difficulties associated with the selection of appropriate own 
setting parameters (the number of elements of the moving 
average, the order of autoregression, the number of 
differences to ensure the stationarity of the time series, etc.), 
which is a rather time-consuming process [6, 7]. To simplify 
the procedure of all these processes, in February 2017, Core 
Data Science employees from Facebook released a new 
library for working with time series - Prophet [8], which 
was initially used to forecast a large number of business 
indicators. This application software package is largely 
devoid of the above-mentioned shortcomings and allows 
you to create accurate predictive models in (semi-)automatic 
mode. This work examines the features of using this library 
for forecasting the local weather situation, since, as is 
known [9], weather observation statistics are presented in 
the form of time series. In addition, an attempt was made to 
estimate the time limits of the applicability of the Prophet 
platform in this case. 

II. MODEL PROPHET 

The Prophet package is distributed free of charge under 
the MIT license, an open and free software license 
developed by the Massachusetts Institute of Technology 
(USA). The methodology of this library is based on the 
procedure for fitting additive regression models (GAM – 
Generalized Additive Models) of this type [8, 10]: 

tthtstgty ε+++= )()()()( , 

where g(t) and s(t) are functions that approximate the series 
trend and seasonal fluctuations (for example, annual, 
weekly, etc.), respectively, h(t) is a function that reflects the 
effects of holidays and other influential events, εt – normally 
distributed random disturbances. 

To approximate the listed functions, such methods as 
trend, annual and weekly seasonality, holidays and 
weekends or other days, during which the properties of the 
time series can change significantly, for example, certain 
natural phenomena, are used [10]. Let's consider these 
methods in more detail. 

The trend of the series g(t) is described by piecewise 
linear or logistic growth. The advantage of applying such 
approaches to modeling is the simplicity and 
comprehensibility of the results, the speed of learning and 
the creation of a forecast. 

Recall that the piecewise linear regression function is 
described by the expression 
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and is characterized by a linear dependence within certain 
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A continuous piecewise linear function is often also 
called a linear spline.  

Logistic function in the form 
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allows simulating growth with saturation, when in the case 
of an increase in the indicator (b), its growth rate (k) 
decreases. A typical example is the growth of the audience 
of an application or website. In addition, the library is able 
to automatically select optimal trend change points based on 
historical data. Although they can also be set manually (for 
example, if the release dates of new functionality are 
known, which will greatly affect key indicators). 

As for the seasonality parameter s(t), the annual 
seasonality is described by the partial sums of the Fourier 
series, the number of members (order) of which determines 
the smoothness of the function, and the weekly seasonality 
is an indicator variable. Since in many cases the data 
includes not only quantitative, but also qualitative 
characteristics (gender, social status, position, settlement, 
presence of disease, etc.), the very creation of indicator 
variables or dummy variables allows transforming these 
qualitative predictors in quantitative In the case of weekly 
seasonality, 6 additional signs are added, for example 
[Monday, Tuesday, Wednesday, Thursday, Friday, 
Saturday], which take the value 0 or 1 depending on the 
date. The Sunday sign, which corresponds to the seventh 
day of the week, is not added because it will depend linearly 
on the other days of the week and this will affect the model. 

The influence of anomalous days (regular (weekends) 
and irregular (holidays, days of natural disasters, days of 
mass sales)), which cause significant changes in the 
properties of the time series, is described by the function 
h(t). This approach makes it possible to model, for example, 
holidays and weekends, giving the possibility to forecast 
emissions in a series. 

The estimation of the parameters of the model to be 
fitted is performed using the principles of Bayesian statistics 
(either by the method of finding the maximum a posteriori 
(MAP) or by full Bayesian inference) [11]. For this, the Stan 
probabilistic programming platform is used. The Prophet 
package is actually a convenient interface for working with 
this platform from the R environment. For the Python 
programming language, there is a similar library called 
fbprophet. 

III. RESULTS AND DISCUSSION 

The interface of the Prophet library fully corresponds to 
the popular machine learning library scikit-learn [12]: we 
create a model, train it with the help of the .fit() method, and 
build predictions with .predict(). For training, you need to 
pass a DataFrame with columns: 

• ds – time, the field format must be datetime; 

• y – target variable in numeric format. 

To get the prediction, you are required to pass a new 
DataFrame that contains the ds column. For this, the library 
has a make_future_dataframe function that accepts the 
parameter periods – the period for which forecasting is 
performed and freq – the frequency of the time series (the 

default value is a day). After performing these procedures, 
training was implemented for the last 5.5 years and a 
forecast for the next year was made. 

As a forecast, Prophet returns a DataFrame with a large 
number of columns. The most important of them: 

• ds – timestamp for the predicted value; 

• yhat – predicted value; 

• yhat_lower – the lower limit of the forecast; 

• yhat_upper – the upper limit of the forecast. 

The library provides quite convenient rendering 
methods. One of them - Prophet.plot - displays a prediction 
graph (Fig. 1). In this case, forecasted temperature values 
are built for one value per day, namely for 11:00 p.m. As we 
can see from Fig. 1, the cyclicity and trends of its change 
are quite well observed in the prediction of the temperature 
of the external environment in the city of Lviv.  

 
Fig. 1. Application of the Prophet model for forecasting temperature 
changes for the coming year in the city of Lviv. In the figure, the actual 
temperature values are marked in black, and the predicted values in blue 

In order to assess the applicability limits of the Prophet 
library, a weekly hourly prediction of the change in the 
temperature of the external environment in the city of Lviv 
in the period from 00:00 04/10/2023 until 11:00 p.m. 
04/16/2023 was implemented without taking into account 
(Fig. 2, a) and taking into account (Fig. 2, b) the influence 
of regressor variables (exogenous parameters). Atmospheric 
pressure and humidity were considered as exogenous 
parameters. In this case, their forecast changes were taken 
into account, which significantly complicated the 
forecasting process. It is important to note the non-obvious 
fact that taking into account the influence of exogenous 
parameters practically does not change the quality of the 
predictions of temperature changes (see Fig. 2). 

Absolute (MAE, MSE) and relative (MAPE, KT) criteria 
of forecasting accuracy were considered to assess the 
quality of the implemented temperature change forecasting, 
namely: 
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coefficient. 

In the given expressions for errors��  and ���  – real and 
predicted values of the modulated variable (in our case, 
temperature), respectively, and n – the number of 
observations. The first three parameters were calculated 
using the performance_metrics() function. 

 
a 

 
b 

Fig. 2. Application of the Prophet model to predict the temperature change 
for the coming week without (a) and with (b) the use of regressor variables. 
In the figure, the actual temperature values are marked in black, and the 
predicted values in blue 

The value of the main absolute error of MAE without 
taking into account the influence of exogenous parameters 
was in the range of 0.644-1.556, and with the influence of 
exogenous parameters in the range of 0.589-1.577. For the 
mean squared error MSE, values in these two cases were 
obtained, respectively, within the range of 0.497-3.326 and 
0.439-3.363. These data indicate a certain expansion of the 
range of dispersion of the absolute parameters MAE and 
MSE in the case of taking into account the influence of 
regressor variables, although their values fully satisfy the 
quality of the temperature forecast. 

In fig. 3 shows the calculated values of the MAPE 
parameter, presented as a percentage, depending on the 
number of forecast values during the considered weekly 
time period excluding and taking into account the influence 
of exogenous parameters. As can be seen from fig. 3, there 
is an overlap of the behavior of the MAPE parameter in 
these two cases. 

 
Fig. 3. Dependence of the MAPE error on the number of observations 
during the considered weekly period in the case of using the Prophet model 
for forecasting temperature changes. In the figure, the values of the MAPE 
parameter without taking into account the influence of regressor variables 
are marked in black, and in red - with their influence taken into account 

Analyzing these data and taking into account the 
generally accepted approaches to assessing the accuracy of 
time series forecasting [13], it can be concluded that during 
almost the entire weekly forecasting period, the value of the 
average absolute specific error of MAPE is within 10-20%, 
which indicates a good quality of forecasting. Although it is 
worth noting that there are two small time intervals in which 
this parameter exceeds these limits. In particular, in the time 
interval from 8:00 a.m. to 3:00 p.m. on April 10, 2023, the 
accuracy of forecasting is high (MAPE < 10%), and in the 
time interval 4:00-10:00 p.m. on April 11, 2023, the 
forecasting accuracy is satisfactory (MAPE 20-40%). 

Another important indicator of the accuracy of the model 
and its compatibility is the Theil’s coefficient KT – a 
dimensionless value that is between 0 and 1. The closer this 
parameter is to zero, the better the predictive qualities of the 
model [14-16]. For the given temperature forecast, the value 
of the Theil’s coefficient without taking into account the 
influence of exogenous parameters was within the range of 
0.0389-0.0927, and with the influence of exogenous 
parameters within the range of 0.0405-0.0928.   

CONCLUSION 

Although the Prophet library was initially developed for 
the implementation of forecasting of economic processes, 
the data presented in the work indicate a fairly good quality 
of the implementation of forecasting of the local weather 
situation. The Prophet package is insensitive to missing 
values, trend biases, and significant outliers, which is an 
important advantage over ARIMA. Another advantage is the 
rather high speed of learning, as well as the possibility of 
using large time series [17]. 
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As shown by the assessment of absolute and relative 
errors of forecasting temperature changes, the application of 
the Prophet library gives a fairly good quality of weekly 
prediction. An important result of the conducted 
temperature forecasting is the fact that the lack of 
consideration of the influence of such exogenous parameters 
as atmospheric pressure and humidity does not impair the 
quality of the forecast. Therefore, if it is necessary to speed 
up forecasting processes, it is quite possible to ignore their 
influence on temperature as a modulated variable. 
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Abstract — This paper is the development of a crack pipeline 

defect detection software from the inside for real-time damage 

assessment using trained model. Collected data on the number 

of pixels found in the frame that signals damage using a ready-

made camera from the JetRacer Kit. The analysis and display 

of the results of the detected cracks are performed using 

visualization by a rectangle around damaged concrete. The 

possibilities of evaluating detected damage based on data on 

pixels filling a crack in the pipeline are described. The quality of 

detection of cracks in pipes with artificial and natural lighting is 

checked. 

Keywords — computer vision, machine learning, crack, 

pipeline, Nvidia Jetson Nano 

I. INTRODUCTION 

Water and sewage pipelines ensure the vital activity of 
cities and villages. Over time, the water supply system and 
concrete structures in the form of a pipe wear out, which 
causes damage during constant use and exposure to external 
influences. Damage to pipelines from the outside is easy 
enough to assess, while from the inside it is considered more 
difficult to access the place, given the dark and size. Due to 
the small diameter of some places of such pipes, access to 
determine the visual location of damage in them is limited. 

The goal of the work is to implement a program for 
detecting cracks and further assessing the criticality of the 
condition of the inner part of the pipeline using a trained 
model. The main tasks in the work are the implementation and 
determination of the features of the trained model for the 
automated detection of cracks in the internal surfaces of 
pipelines using the JetRacer Kit.  

II. METHODS AND TOOLS 

A. Hardware 

The hardware part of the work is based on the ready-to-use 
device JetRacer Pro 2GB AI Kit [1]. The main element of this 
Robotic Operating System (ROS) device is built on the basis 
of NVIDIA Jetson Nano 2GB. The installed operating system 
is Linux in graphical mode. This allows you to connect to the 
monitor saved files taken from the video camera through video 

players and execute commands through the appropriate 
terminal. 

JetRacer Pro kit includes an IMX219-160 camera, the 
video used to analyze the surfaces of concrete pipelines. The 
camera has a 160–degree Angle of View (diagonal) and 8 
Megapixels. In addition, it contains Brushed motor Electronic 
Speed Controller (ESC), Carbon Brushed motor and double 
differentials to overcome minor obstacles. Power is provided 
by 4 18650 batteries. Control can be performed using a 
joystick. In addition, a small, attached flashlight is used for 
lighting inside the pipeline. 

B. Software Architecture 

Conventionally, the software implementation can be 
divided into several layers, such as: model training, data 
recording, visualization of results. 

The main part of the software is a deep learning model, 
which provides the ability to recognize cracks in specific 
structures in real time. The network architecture is built 
according to the U-shaped encoder-decoder network 
architecture (UNET), which consists of encoder and decoder 
blocks connected by a bridge. The model encoder contains 
twice the number of filters at each level with two 3x3 
convolutions and a Rectified Linear Unit (ReLU) activation 
function. At each stage, we classify each pixel in more detail 
to highlight cracks, reducing the size of the image and 
increasing its depth. The bridge between encoder and decoder 
contains two 3x3 convolutions and a ReLU activation 
function. The decoder includes starting from a 2x2 transposed 
convolution to a 1x1 convolution and sigmoid activation to 
segment the crack in the input image [2, 3]. Selected model 
for training on as one of the popular ones for detection based 
on pattern pictures [3]. The model was trained with an 
accuracy of 87%. 

Visualization of the results in the form of highlighting 
pixels with red dots and grouping into a square the zone of the 
highest concentration is performed using the OpenСV library. 

The Python programming language was used to develop 
the program, taking into account the possibility of integration 
with libraries for working with neural networks. This 
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programming language is installed on the Jetson Nano with 
the following additional libraries:  

• Pytouch, sklearn – deep learning and machine learning 
libraries 

• Onnxruntime, onnxoptimizer, OnnxTransformer – 
inference engines for Open Neural Network Exchange 
(ONNX) models 

• skl2onnx – converts scikit-learn models to ONNX 

III. IMPLEMENTATION 

Among the existing developments are implementations of 
detection of cracks in concrete by various methods [4, 5]. 
Compared with the review of the latest methods of crack 
detection by artificial intelligence methods [6], this topic and 
work is relevant and original, and the scope of application, the 
specificity of crack environments, and detection methods are 
different. Pipes can be considered a more difficult object for 
crack detection due to their difficult accessibility and lack of 
natural lighting.  

All collection and analysis operations take place at Jetson 
Nano. The main object of research is defects in the inner part 
of pipelines (as shown in Fig.1), which can be difficult to 
access and cause the destruction of part of the pipeline. 

 

Fig. 1. Example of visualization of the work of the system for finding 
defects in pipelines using JetRacer Kit 

Detection of surface defects in the middle of the pipeline 
can be performed in the unfilled cavity of the pipe by the 
method of video analysis while the JetRacer Kit is moving at 
a low speed. 

A. Data collection  

The model is trained on the basis of training sets of images 
with cracks. In addition to datasets from open-source datasets, 
a dataset from some of our own images of cracks in concrete 
has been expanded [7]. A feature of pipelines in comparison 
with a flat surface (road, wall) [8] is their often-round shape. 
Also, to ensure better accuracy of the model, random rotations 
and translations are used in the set of images. The neural 
network weights were saved after training using the PyTorch 
library. The model was trained on PyTorch and the weights 
were preserved. The next step is to reduce the model to Open 
Neural Network Exchange (ONNX) format, an open standard 
for converting machine learning models into one format [4]. 

B. Grouping of damage section 

Since the image is analyzed for cracks in motion, each 
frame contains a different number of found damaged areas in 
the pipeline. After recognition, as shown in Fig. 2, we get the 
found cracks highlighted by dots. To assess the criticality and 
damage area, grouping can be performed to visually highlight 
the pipeline damage area.  

To highlight certain objects, such as a face, a car, or others, 
a rectangle shape is used for recognition. In the case of work 
with the search for defects in materials, a similar approach can 

be used. The rectangle surrounding the damaged area shows 
the mastabas and identified critical sections of the pipeline 
with the signature of the central point in x and y coordinates. 

 

Fig. 2. Example of evaluation crack detection with trained model using 
test image 

Since the points in the coordinates are stored in a different 
order, you need to set the points around which the rectangle 
will be drawn. The search for points is carried out according 
to the following algorithm: sorting the set of points and 
searching for the minimum and maximum value along the x 
and y axes along which a rectangle is selected. 

Algorithm of crack segmantation using JetRacer Kit 

 In general, the process of detecting cracks in the pipeline 
in the process of processing the video stream based on the 
trained model is shown in Fig. 3. 

 

Fig. 3. Algorithm of processing data using JetRacer Kit 

The program starts execution automatically when the 
device is started. Each step in the cycle is executed until the 
application stops and is saved on the device.  

As shown in Fig. 3, the video processing algorithm 
consists of the following steps: 

1) Loading model for cracking detection which is trained 
and converted to ONNX format. 

2) Loading the input image threads with resizing it to fit 
our model parameters. 

3) Running forward pass the model. 

4) Finding the largest probability in class label for every 
pixel in the image 

5) Resizing the mask to match its dimensions with the 
input image 

6) Merging weighted combination of input image along 
with mask to form output visualization.  

7) Video recording of selected cracks with a damaged 
area in the pipeline 

IV. EXPERIMENTS 

Checking the operation of the proposed program in 
pipelines can be performed in places with and without natural 
light. The selection of materials for research consists in 
finding pipes in different conditions and defects. Most 
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pipelines that are not filled with liquid may contain debris and 
be in poor technical condition. It is proposed to check the 
operation of the program and establish the features of defect 
detection in the dark and during the day. 

A. Detection crack in concrete pipelines in the dark 

The results of work in the dark can be similar to testing a 
closed and long pipeline due to the artificial lighting used (a 
flashlight attached to the device). There may be debris and 
cobwebs in the pipeline, which makes it difficult for the robot 
to move. However, these obstacles are not recognized as 
cracks in the pipeline.A feature of recognition at night is the 
presence of shadows from objects in the pipe, which affects 
point incorrect detections. As shown in Fig. 4, a small crack 
from the shadow of the web was found in the lower part of the 
pipe 

 

Fig. 4. Input and processed image without cracks in the dark time of day 

Another case in Fig. 5 shows the detection of the edge 
from a crack in a pipeline with a plant. 

 

Fig. 5. Input and processed image with detected cracks in the dark time of 
day 

The plant was not recognized, but the shadow from the 
precise stems formed by the artificial lighting was added to 
the identified defect section. 

B. Detection cracks in concrete pipelines with natural 

lighting 

When scanning the pipeline in daylight, there are no 
shadows from other objects. Cracks are detected in motion, 
but the accuracy of identifying a complete defect is different. 
When approaching the object, the neural network is more 
clearly able to highlight damage in the pipeline. As shown in 
Fig. 6, when the robot moves, the plant does not create a 
shadow. A small part of the crack was also found. 

 

Fig. 6. Input and processed image in daylight is far from damage section 

In Fig. 7 shows that when approaching the crack, it more 
accurately identifies the crack. Also, with the help of the 
program, the diagnosis of a fairly new pipe was carried out 

for the presence of cracks. 

 

Fig. 7. Input and processed daylight image is closer to the damage section 

As shown in Fig. 8 cracks were detected at the beginning 
of the pipe. The edges of the pipe contained small cracks that 

were highlighted as a damaged area. 

 

Fig. 8. Input and processed image in daylight with cracks at the junction of 
pipes. 

In addition to the experimental scenarios with cracks, a 
study was conducted on a section of the pipe without any 
damage. In Fig. 9 shows a pipe without cracks and without 

detected defects inside. 

 

Fig. 9. Input and processed image in daylight without cracks 

C. Assessment of damaged sections in pipelines 

Based on the number of detected pixels, you can make 
an analysis and graphically display the dependence of the 
change in the amount of damage per frame. In this way, it is 
possible to highlight the main places with cracks along the 
length of the pipeline. In Fig. 9 shows a pipe without cracks 
and without detected defects inside 

TABLE I.  PERCENTAGE OF PIPELINE DAMAGE CRITICALITY PER 

VIDEO FRAME 

Type of 

lighting 

Results with found cracks 

Video frame 
Percentage of 

pixels, % 
Found pixels 

Artificial 

Picture 4  0.004 46 

Picture 5 0.209 2462 

Natural 
 

Picture 6 0.011 232 

Picture 7 0.031 431 

Picture 8 0.039 516 

Picture 9 0 0 

 

In addition to the experimental scenarios with cracks, a 
study was conducted on a section of the pipe without any 
damage. Such results can be useful for analyzing the condition 
of the pipes as a whole and for assessing the criticality of 
repairs. The impact of lighting in such enclosed spaces affects 
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the quality of damage detection. In the dark, in the presence of 
obstacles, debris or cobwebs, additional defects in the pipe 
may be detected. 

Here, in addition to the implementation of the application, 
it is necessary to take into account methods of monitoring the 
current state and parameters during data processing [9, 10], 
quality criteria of approaches [11–17] and research of 
operations in related possible areas of application [18, 19]. It 
is also worth considering investment decision support tools 
[20, 21], management of business structures [22, 23] to ensure 
efficiency and effectiveness in conditions of risk and 
complexity of using information technologies and systems. 

CONCLUSIONS 

Using the JetRacer Kit, a program was implemented to 
detect cracks inside pipelines using machine learning. In this 
way, it is possible to carry out diagnostics to hard-to-reach 
places and assess damage to the pipe surface from the inside. 

Crack segmentation is performed in real-time using 
motion capture from a robot camera on a trained model. 
Grouping and selection of damage concentration areas can be 
used to localize damage locations. 

The operation of the program was tested and the features 
of pipe damage detection in the light and dark time of the day 
were highlighted. The method of assessing the criticality of 
damage to pipeline sections based on data on pixels filled with 
cracks is described.  

As one of the possible applications, it can be automatic 
filling with liquid to strengthen the found cracks for longer 
operation, expanding the capabilities of the system. The 
obtained results can be useful for the analysis of pipelines for 
enterprises that are engaged in the maintenance of 
underground communication networks of cities or villages. 
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Abstract — This paper deals with techniques for processing 

information in redundant rate gyroscopes based on neural 

networks. The algorithm of processing information based on a 

neural network with back-propagation is represented. The 

technique of searching failures in redundant rate gyroscopes 

based on the neural network is represented. Structures of 

proposed neural networks are grounded. The choice of 

activation functions is grounded. Results of functioning 

developed techniques are shown. The efficiency of the proposed 

technique is grounded. The obtained results can be applied to 

redundant measuring instruments assigned for operation on 

unmanned aerial vehicles. 
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I. INTRODUCTION 

For a long time, the basis of intelligent data analysis was 
ordinary mathematical statistics, which is usually useful in the 
conditions of testing already-formed hypotheses [1]. At the 
beginning of its development, neural networks in data analysis 
caused mixed reviews due to their shortcomings, such as the 
complexity of the structure, too long learning period, and poor 
interpretability. But they were compensated by the complex 
positive qualities, such as a low error rate, constant 
improvement and optimization of various learning algorithms 
networks, the algorithm for obtaining rules, and algorithm for 
simplifying networks. This makes neural networks extremely 
promising directly in the field of data analysis [2], [3]. 

Computer technologies for automatic intelligent data 
analysis are booming. This is due to the influx of new ideas 
coming from the computer field sciences that were formed at 
the intersection of artificial intelligence, statistics, and 
database theory. Elements of automatic data processing and 
analysis become an integral part of the concept of electronic 
data storage and are often referred to as data mining 
(extraction of knowledge from data) [3]. 

Models of neural networks can be conditionally divided 
into three types such as: 

1) direct distribution networks – one of the most common 
architectures used in the prediction and recognition of images;  

2) networks with feedback, which are used to optimize 
calculations and associative memory;  

3) self-organizing networks containing models of adaptive 
resonance theory and Kohonen models are used for cluster 
analysis. [3] 

Inertial meters consisting of triaxial rate gyroscopes and 
accelerometers are the most common in industrial navigation 

applications today. This gives relevance to the study of 
excessive inertial meters based on the non-orthogonal 
arrangement of the measuring axes of the three-axis rather 
than uniaxial or biaxial gyroscopes. According to the above-
mentioned concept, it is reasonable to accept a three-cornered 
pyramid (tetrahedron) or a four-cornered pyramid 
(octahedron) as the basic geometric figure of an excessive 
inertial meter. The use of fragments of such shapes is the most 
expedient, taking into account constructive requirements on 
mass and dimensions [4], [5]. 

Improvement of information processing procedures 
requires using new optimization techniques including neural 
networks, fuzzy logic, evolutionary programming, and genetic 
algorithms [6]. Such an approach can be supplemented by the 
creation of mathematical descriptions of measuring 
instruments taking into consideration non-linearities of real 
devices. 

Solution of problems dealing with technical diagnostics, 
control of complex objects, and processing information in 
measuring systems requires the development and application 
of intelligence systems. Artificial neural networks can be used 
for the creation of the above-mentioned systems. 

For problems of information processing, neural networks 
of both feed-forward and back-forward distribution of signals 
can be used. Preference must be given to neural networks with 
feedback [7].   

As a rule, the neural network consists of neurons with 
input vectors. Every input vector is scaled in a definite way 
using weighting coefficients. The set of weighting coefficients 
of the neuron simulates its memory. Neurons can be 
considered as processors, which implement calculations of 
activation functions based on input signals and weighting 
coefficients [8]. 

The basic aim of the research is to develop neural 
networks, which ensure the minimal output error of the 
measuring instrument. 

II. PROCESSING DATA BY NEURAL NETWORK 

The researched object is an excessive nonorthogonal meter 
consisting of rate gyroscopes. In this measuring instrument, a 
quadrilateral pyramid is used as a reference surface. It 
contains also 5 triaxial inertial measuring blocks or 15 
monoaxial sensors, correspondingly. Hence, to calculate 
angular velocity projections of a moving vehicle, it is essential 
to implement transformations based on 15×15 matrix. 
Navigation information accuracy can be improved by 
algorithmic methods including specific approaches to 
processing information [9]. 
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The usage of the method of data handling technique 
grounded on neural networks allows us to determine three 
monoaxial rate gyroscopes, which have the highest accuracy 
performances, with the aim of using them for further 
navigational calculations. This approach allows us to avoid 
some transformations connected with directional cosine 
matrices. Projections of the angle velocity of a moving vehicle 
in the navigation coordinate system can be calculated using 
measurements of selected inertial sensors. The application of 
this technique provides reducing errors of measurements and 
decreases the time of processing data [9] – [11]. 

From the beginning, we will consider information 
processing by a uniaxial rate gyroscope. Then, the 
mathematical linear description of the measurement 
instrument may be presented in the expression 

 0x̂ kx x= + % ,    (1) 

here x̂   is the measurement; x  is the obtained quantity; k  is 

the size factor; 0x%  is the zero bias. 

The zero bias belongs to the most important error of a rate 
gyroscope manufactured by MEMS technology. It is common 
knowledge that the zero bias contains two constituents [9] 

 
00 0

tx x x= +% ,   (2) 

where 0x  is the displacement caused by deviations from the 

technical documentation during production; 
0

tx is the 

displacement caused by the influence of temperature during 
functioning of the rate gyroscope. 

Applying expression (2), relationship (1) can be expressed 
as the formula 

 0 0

tx̂ kx x x= + + , (3) 

here 0

t

tx k t= ∆ , where 
t

k  is the conversion factor; t∆  is 

temperature deflection from the characteristic obtained under 
standard conditions. 

The formalized description of the measurement instrument 
based on relations (1) – (3) is as follows: 

 0 tx̂ kx x k t= + + ∆ . (4) 

Model (4) can be represented as an equivalent neural 
network. The diagram of this network is shown in Fig. 1. 

 

 
Fig. 1. The neural network for a uniaxial rate gyroscope: f1 is the activation 
function. 

When a non-linear relationship between the measurement 
result and the real signal takes place, it is beneficial to utilize 
approximation based on splines. This allows for the 
mathematical description of the measuring instrument to be 
transformed into the following form after some calculations. 

 3 2

3 2 1 0t
x̂ k x k x k x k t x= + + + ∆ + , (5) 

where k1, k2, k3 are spline factors. 

The neural network that is appropriate to the relationship 
(5) is shown in Fig. 2 [9]. 

 

Fig. 2. The neural network for the non-linear model of the object: f1, f2, f3 
are single, square, and cubic activation functions. 

We can observe in Fig. 2 a neural network, which includes 
input, hidden, and output layers [12], [13]. These layers utilize 
activation functions that are differentiated, continuous, and 
monotonically non-decreasing. To solve the given problem, 
the backpropagation learning algorithm [13] can be employed, 
which is commonly used in practical measurement techniques. 

The training process of the neural network involves 
transferring training data to the input layer, propagating the 
error backward through the network, and adjusting the weight 
coefficients [14]. The algorithm continues until the root mean 
square deviation error reaches its minimum in the output layer. 
The backpropagation algorithm is grounded on the gradient 
search technique [15]. 

The output information of non-orthogonal meters intended 
for work on a moving object (unmanned aerial vehicle) can be 
presented as a set of equations [9] 

 

0

0

0

;

;

,

x x x x tx

y y y y ty

z z z z tz

ˆ k k t

ˆ k k t

ˆ k k t

ω = ω + ω + ∆

ω = ω + ω + ∆

ω = ω + ω + ∆

 (6) 

where x, y, z are the indices that define angle velocity 
projections on the axes of the Oxyz system of coordinates. 

The diagram of the neural network corresponding to the 
mathematical description of the measurement block (6) is 
shown in Fig. 3 [9]. 

 
Fig. 3. The neural network of the triaxial rate gyroscope. 

The illustration in Fig. 3 is a neural network composed of 
3 distinct layers: input, hidden, and output. The input layer is 
responsible for receiving temperature data and measurements 
from the measuring instrument. Moving on, the hidden layer 
processes data from individual three-axis inertial 
measurement blocks.  
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Finally, the output layer finds projections of the obtained 
angle velocity of the mobile vehicles onto the axes of the 
orthogonal normal system of coordinates. 

The neural network depicted in Fig. 4 plays a crucial role in 
efficiently processing information from an excessive non-
orthogonal meter using MEMS sensors. This type of meter 
presents unique challenges due to its non-orthogonal nature [16]. 

 
Fig. 4. The neural network for information processing of redundant 
nonorthogonal meters based on rate gyroscopes. 

The network consists of multiple layers that work together 
to handle the complex data obtained from the MEMS sensors. 
The input layer receives the raw data from the sensors, which 
may include measurements from various axes and 
orientations. This information is then passed on to the 
subsequent layers for further processing. 

The hidden layers in the neural network are responsible for 
extracting relevant features and patterns from the input data 
[17] – [19]. They employ sophisticated algorithms and 
mathematical operations to transform the sensor readings into 
a more meaningful representation. This step is crucial in 
capturing the intricate relationships and dependencies within 
the data [9]. 

Finally, the output layer produces the desired output based 
on the processed information. In the case of an excessive non-
orthogonal meter, the network's output layer might generate 
relevant measurements or predictions, such as angle velocity, 
displacement, or any other relevant parameters. 

By leveraging the power of neural networks, this 
architecture enables accurate and reliable processing of data 

from an excessive non-orthogonal meter. It effectively 
addresses the challenges posed by the non-orthogonal nature 
of the sensor readings, allowing for precise analysis and 
interpretation of the measurements. 

In most cases, rate gyroscopes integrated into inertial 
measurement units have a built-in thermal stabilization system 
that minimizes temperature drift. Thus, the temperature-
dependent connections within the neural network can be 
disregarded. 

Figure 5 shows an overview of the learning process of a 
neural network used for handling data from triaxial rate 
gyroscopes, specifically for z-axis of the normal system of 
coordinates in an excessive non-orthogonal meter [9]. 

 
Fig. 5. The learning process of a neural network in for obtaining angle 
velocity by z-axis. 

We apply in Fig. 5 such notations as: “Ref” represents the 
output reference signal of the neural network, “Out” denotes 
the signal that changes in the learning process, and “Err” 
indicates the output error. 

Figure 6 presents a graph of the evolution of weight factors 
in the neural network during the training process. 

 

 
Fig. 6. The variation of coefficients of the neural network for calculating 
angle velocity projections on the x-axis of the normal system of coordinates.  
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By implementing the proposed information processing 
algorithm, the selection of optimal three-axis rate sensors is 
ensured to achieve minimal root mean square errors.  

The developed method based on a neural network for 
information processing allows for the precise determination of 
the angle velocity projections of a mobile vehicle on the axes 
of the normal system of coordinates. 

The root mean square deflections of the selected rate 
gyroscopes along the x, y, z axes are characterized by 
magnitudes of 0.358 deg/s, 0.305 deg/s, and 0.422 deg/s. It 
should be noted that the experiment was performed under 
conditions of vibrations of the test bench. The measurement 
results were subjected to further filtering. 

The coefficients obtained during neural network training 
are shown in Table I. 

TABLE I.  COEFFICIENTS OF LEARNING NEURAL NETWORK 

Input 

axis jω  

Output Axes 

x y z 

x1 -0.234 -0.003 -0.004 
y1 0.021 -0.233 0.023 

z1 0.010 -0.001 -0.234 

x2 0.054 -0.093 -0.192 

y2 0.226 0.090 0.019 
z2 -0.060 0.195 -0.119 

x3 -0.182 -0.103 0.065 

y3 -0.092 0.089 -0.193 

z3 -0.064 0.190 0.115 
x4 0,171 -0.106 0.165 

y4 -0.108 0.089 0.202 

z4 0.148 0.206 0.016 

bias -0.003 -0.005 -0.009 
 

The proposed data handling method significantly 
improves determining the angle velocity of a mobile vehicle. 
Unlike the standard information processing procedure, which 
involves complex calculations that consider the matrix of 
conversions between measuring and normal systems of 
coordinates, the proposed method simplifies the calculating 
process. For most purposes, coefficients of the measurement 
equation can be determined using linear dependencies (3.6) 
and the least squares method. However, implementing the 
technique of least squares is connected with substantial 
computational burdens, for example, large RAM capacity for 
accumulation of initial information and intermediate 
processed data, as well as longer execution time. In contrast, 
neural networks are not characterized by these limitations and 
may be realized on microcontrollers with bounded 
computational burdens, making them a more efficient option 
for information processing [20], [21]. 

III. SEARCH OF FAILURES USING NEURAL NETWORKS 

The process of developing a fault determination and 
location method is intricate and involves numerous 
transformations and calculations [22]. 

An excessive non-orthogonal meter can be viewed as a 
collection of individual devices. In this type of neural network, 
there are 2 layers. Neurons in the 1st layer are connected to 
the sensors that form part of the excessive non-orthogonal 
meter. 

Let us assume that we have n measuring observations. The 
deflection of the jth observation from the average magnitude 
may be determined using the following relationship: 

 1
1

1

n

j j in
i
i j

x x
−

=

≠

∆ = −  . (7) 

To estimate the deviation (7) from the average 
measurement result, some limiting value ε is used. The 
condition of sensor performance can be presented in the form 

 2 2

j
∆ ≤ ε .  (8) 

Expression (8) for estimating the measurement error was 
chosen taking into account the linear-quadratic approach 
[23] – [25]. 

The neural network activation functions may be written in 
the following way 

 2

1 j
f x= ;  (9) 

 
2

1

1 jy
f

e
−

=
+

. (10) 

Expressions (9), and (10) describe the quadratic and sigma 
functions, correspondingly [14], [15]. The weighting 
coefficients at the input and output of the 1st layer are 
supposed to be equal to 1. The weighting coefficients at the 
output of the 2nd layer are calculated in accordance with the 
sigma function 

 

1, ;

1
, ,

1

ij

i j

w
i j

n

=


= −
≠

−

 (11) 

where 
2

j
y = ∆ . 

A neural network (9) – (11) is utilized in this scenario to 
handle an excessive nonorthogonal configuration resulting 
from combining a set of n inertial sensors. The specific focus 
is on a measuring device assigned for the measurement of the 
angle velocity of a mobile vehicle. 

For a clearer understanding, the chart of this neural 
network is depicted in Fig. 7 [22]. This diagram visually 
represents the components and their connections within the 
network. 

 
Fig. 7. The learning process of a neural network in for calculation of angle 
velocity projection on z-axis. 

Using the matrix of direction cosines, we can calculate 
projections of the angle speed on the measuring system of 
coordinates of the non-orthogonal measuring instrument [26] 

 HΩ = ω , (12) 

where Ω  is n×1 matrix; H is n×3 matrix; ω is 3×1 matrix. 

In general, the matrix H can be not square. Hence, it is 
possible to re-establish the magnitude of the reference angle 
speed using the Moore-Penrose theorem [27] – [29] 
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 ˆ
ps m

Hω = Ω , (13) 

where ω̂  is the vector of estimates of the obtained angle 

velocities; ps
H  is the pseudo-inverse matrix 

1( )T

psH H H H−
= ; mΩ  is the vector of obtained angle 

velocities. 

The error of measurements for each information channel 
(each rate gyroscope) may be obtained as 

 i∆ = Ω − Ω
. (14) 

The ground for problem-solving a decision about a 
malfunction of the information channel is as follows 

 
∆ < ε

.  (15) 

The method mentioned above for detecting faults in 
inertial sensors can be effectively implemented using an 
equivalent neural network architecture. It is important to 
highlight that the sigma function is widely used as the most 
common activation function in this context. 

 

1
( )

1 kx
x

e−
σ =

+ ,  (16) 

where k is the factor of the gamma function. 

To implement the procedure of excluding measurement 
channels with significant deviations in readings of the rate 
gyroscope from the measured values of the angle velocity of 
the moving object, it suits to utilize the equivalent matrix of 
direction cosines in the following expression 

 1 2diag( , ,..., )e nH w w w H= . (17) 

Using formulas (12) – (17) and the Moore-Penrose 
algorithm [24], [25], it is possible to create a system for 
estimating the running value of the angle velocity based on 
information coming only from the "active" axes. 

 ˆ ( )e iHω = + Ω . (18) 

However, for a non-orthogonal measurement system to 
work properly, three axes of sensitivity at least must be used. 
Then, the condition of complete failure can be written as 

 3iw > , (19) 

where wi is the weight function after reduction to the 
equivalent layer of the neural network 

 ( 3)iQ w= σ − , (20) 

where Q is the probability of failure. 

Formulas (18) – (20) ensure estimating angle velocities of 
the mobile vehicle. 

Calibrating and calculating components in the matrix of 
directional cosines can be achieved by implementing the 
algorithm proposed in [30]. To train the neural network, the 
training data is fed into the network inputs, and the error is 
back-propagated to adjust the elements in the matrix of 
directional cosines (also known as the weighting coefficients 
in the neural network). It is important to note that in this 
process, the obtained angle velocity is considered to be a given 
parameter. 

IV. CASE STUDY 

The effectiveness of the proposed approach to fault finding 
is confirmed by the simulation results presented in Fig. 8. 

A neural network can approximate an arbitrary function 
with a given accuracy. Thus, the AND function can be 
implemented in the form of a separate layer of a neural 
network with connection coefficients that allow you to adjust 
the smoothness of the function. This prevents the occurrence 
of transient processes when estimating the inertial parameters 
of motion. This approach also makes it possible to apply a 
single mathematical apparatus of neural networks with direct 
communication without the use of a Boolean mathematical 
apparatus, which simplifies the implementation of this 
algorithm. 

 
Fig. 8. Modelling results. 

Graphs a, b, and c in Fig. 8 depict the simulation of the 
output signal of a block of three sensors. The graph c shows 
the temporary failure of the sensor in the form of the "sticking" 
effect of readings. Graphs d and e illustrate the output of the 
neural network, which evaluates the deviation of sensor 3 
readings beyond the permissible range ε. Graph f shows the 
output from the AND element, which forms a sign of the 
performance of a specific sensor at the current time (in this 
case, sensor 3). The graph g shows the results of readings 
formed taking into account the assumption that the readings of 
sensor 3 are unreliable, and the graph h is, accordingly, when 
this fact is ignored. As can be seen from these graphs, the 
conventional processing system of the sensor unit with 
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redundancy with the averaging of readings in the presence of 
failures allows the distortion of the output signal, and the 
proposed system allows to prevent this event. 

CONCLUSIONS 

This study introduces information processing methods 
utilizing neural networks to account for temperature influence 
and sensor parameter deviation. The neural network is trained 
using samples, reducing calibration time compared to the 
least-squares algorithm. The learning process of the neural 
network is demonstrated, yielding conversion weight matrices 
and normal deflections of selected rate gyroscopes. 

Modelling results indicate that applying neural network-
based calibration algorithms results in a minimum standard 
deviation of 0.42 deg/s. This method can be employed in 
developing medium-accuracy measuring systems, especially 
for designing UAV measurement systems. 

Additionally, an enhanced method based on a neural 
network is proposed, enabling real-time analysis of measuring 
channel accuracy and a comprehensive evaluation of the 
inertial excess meter's performance. 

Comparing the classic method of processing navigation 
information with neural network approaches, it is observed 
that the calculation time is independent of the measured value 
type. Consequently, neural network-based processing 
methods offer optimal computational load, making them 
highly suitable for UAV applications. 

REFERENCES 

[1] R. Xu and D. Wunsch, “Survey of clustering algorithms,” IEEE 
Transactions on Neural Networks, vol. 16, no. 3, 2005, pp. 645–678. 

[2] N. Xianjun, “Research of data mining based on neural networks,” 
Engineering and Technology, no. 39, 2008, pp. 381-384.  

[3] L. Leshchinsky and O. Ishchenko,”Usage of neural networks in process 
of intellectual (cluster) data analysis,” Mathematical Methods, Models 
and Information Technologies in Economics,”  issue 17, 2017, pp. 578–
581. (in Ukrainian). 

[4] V. Chikovani, O. Sushchenko, and H. Tsiruk, “Redundant information 
processing techniques comparison for differential vibratory 
gyroscope,” Eastern-European Journal of Enterprise Technologies,” 
vol. 4 (7-82), 2016, pp. 45-52. 

[5] O.A. Sushchenko, V.O. Golitsyn, “Data processing system for altitude 
navigation sensor,” in Proc. IEEE 4th International Conference 
Methods and Systems of Navigation and Motion Control (MSNMC 
2016), Kyiv, Ukraine, 2016, pp. 84-87.  

[6] O. Sushchenko, Y. Bezkorovainyi, and N. Novytska, “Theoretical and 
experimental assessments of accuracy of nonorthogonal MEMS sensor 
arrays,” Eastern-European Journal of Enterprise Technologies, vol. 3 
(9-93), 2018, pp. 40-49. 

[7] C.C. Aggarwal, Neural Networks and Deep Learning, Cham: Spinger, 
2023, 529 p. 

[8] S.O. Subbotin, Neural Networks: Theory and Practice, Zhytomir: 
O.O.Evenock, 2020, 184 p. 

[9] O. A. Sushchenko, Y.M. Bezkorovayniy, and V. O. Golytsin, 
“Processing of redundant information in airborne electronic systems by 
means of neural networks,” in Proc. IEEE 39th International 
Conference on Electronics and Nanotechnology, (ELNANO 2019), 
Kyiv, Ukraine, 2019, pp. 652-655.  

[10] R.H. Rogne, T. H. Bryne, T. I., Fossen, and T.A. Johansen, “Redundant 
MEMS-based inertial navigation using nonlinear observers,” Journal 

of Dynamic Systems, Measurement, and Control, vol. 140 (7), 2018, 
Paper No DS-17-1023, 7 p. 

[11] M. Jafari, “Optimal redundant sensor configuration for accuracy 
increasing in space inertial navigation systems,” Aerospace Science 
and Technology, 2015, vol. 47, pp. 467–472. 

[12]  L. Wu, P. Cui, J. Pei, and L. Zhao. Graph Neural Networks: 
Foundations, Frontiers, and Applications. Springer, Singapore, 2022 

[13] B. Mehlig. Machine Learning with Neural Networks. Goteborg, 2021. 
260 p. 

[14] S. Haykin, Neural Networks and Learning Algorithms. Boston: 
Pearson, 2008. 936 p. 

[15] K.L.Du and N.M.S. Swamy, Neural Networks and Statistical Learning, 
Berlin: Springer, Science &Business Media, 2013, 824 p. 

[16] M. Jafari, “Optimal redundant sensor configuration for accuracy 
increasing in space inertial navigation systems,” Aerospace Science 
and Technology, vol. 47, 2015, pp. 467–472. 

[17] L.N. Da Silva, D.H. Spatti, K.A. Flaurizino, L.H. Bartocci Liboni, S.F. 
dos Reis Alvwe, Artificial Neural Networks: a Practical Course, Berlin: 
Springer 2017, 327 p. 

[18] G. Di Franco and M. Santurro, “Machine learning, artificial neural 
networks and social research,” Quality and Quantity, 2021, vol 55 
(6324), p. 1007–1025. 

[19] M. Zaliskyi and O. Solomentsev, “Method of Sequential Estimation of 
Statistical Distribution Parameters in Control Systems Design,” in 
Proc. IEEE 3rd International Conference Methods and Systems of 
Navigation and Motion Control (MSNMC), Kyiv, Ukraine, 2014, pp. 
135–138. 

[20] I.V. Ostroumov, K. Marais, and N.S. Kuzmenko, "Aircraft positioning 
using multiple distance measurements and spline prediction," Aviation, 
vol. 26, issue 1, 2022, pp. 1-10. 

[21] M. Zaliskyi, Yu. Petrova, M. Asanov and E. Bekirov, “Statistical Data 
Processing During Wind Generators Operation,” International Journal 
of Electrical and Electronic Engineering & Telecommunications, vol. 
8, no. 1, 2019, pp. 33–38. 

[22] O.A. Sushchenko, Y.M. Bezkorovainyi, V.O. Golitsyn, “Fault-tolerant 
Inertial Measuring Instrument with Neural Network,” in. Proc.IEEE 
40th International Conference on Electronics and Nanotechnology 
(ELNANO), Kyiv, Ukraine, 2020, pp. 797–801. 

[23] R.L. Ott and M.T. Longnecker, An Introduction to Statistical Methods 
and Data Analysis. Boston: Cengage Learning, 2015. 1296 p. 

[24] B. Efron and T. Nastie, Computer Age Statistical Inference: 
Algorithms, Evidence and Data Science. Cambridge University Press, 
2016. 495 p. 

[25] R.B. Millar, Maximum Likelihood Estimation and Inference: with 
Examples in R, SAS and ADMB. London: Wiley, 2011. 357 p 

[26] X. Dai, L Zhao, and Z. Shi, “Fault tolerant control in redundant inertial 
navigation system,” Mathematical Problems in Engineering. 2013. 
Vol. 2013. pp. 1–11. 

[27] Rogne R.H. Bryne T.H., Fossen T.I., Johansen T.A. Redundant 
MEMS-Based Inertial Navigation Using Nonlinear Observers. Journal 
of Dynamic Systems, Measurement, and Control. 2018. Vol. 140. Issue 
7 

[28] Y.N. Bezkorovainyi and O.A. Sushchenko, “Improvement of UAV 
positioning by information of inertial sensors,” in Proc. IEEE 5th 
International Conference on Methods and Systems of Navigation and 
Motion Control (MSNMC), Kyiv, Ukraine, pp. 151-155. 

[29]  O. Solomentsev, M. Zaliskyi, Yu. Nemyrovets, and M. Asanov, 
“Signal Processing in Case of Radio Equipment Technical State 
Deterioration,” Signal Processing Symposium 2015 (SPS 2015), Debe, 
Poland, June 10-12, 2015, pp. 1–5. 

[30] O. C. Okoro, M. Zaliskyi, S. Dmytriiev, O. Solomentsev, and O. 
Sribna, “Optimization of Maintenance Task Interval of Aircraft 
Systems,” International Journal of Computer Network and Information 
Security (IJCNIS), 2022, Vol.14, No. 2, pp. 77-89. 

  



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

31 
979-8-3503-8309-6/23/$31.00 ©2023 IEEE 

Optimization Problems on Complex Networks: 
Method of Gravitational Potentials 

 

Yuriy Golovaty 
Dept. of Mathematical Statistics & Differential Equations 

Ivan Franko National University of Lviv 

Lviv, Ukraine 
yuriy.golovaty@lnu.edu.ua 

Oleksa Hryniv 
Data Science Office, ELEKS 

Ukrainian Catholic University 

Lviv, Ukraine 
oleksa.hryniv@gmail.com 

 

Abstract — We study the problem of building an efficient service 

network on a complex map of potential customers' locations and 

develop an iterative algorithm producing nearly optimal service 

center configurations. We propose a probabilistic model of 

customers' behavior when they choose service centers. A service 

network of a given size is optimized according to several criteria 

that ensure an even distribution of the load on the network, 

predictability of the number of requests to each center, and 

convenient location of service centers for customers. This 

optimization problem is NP-hard, but we propose an efficient 

greedy algorithm based on the spectral properties of the graph 

Laplacian. The concept of gravitational potential for a 

particular service network configuration is introduced. The 

gravitational potential allows us to calculate customer 

preferences and metrics that measure network efficiency. In 

addition, the gravitational potential is the basis of our greedy 

algorithm, that rebuilds the network at each iteration step to 

achieve better efficiency. Our research was inspired by a recent 

work of Steinberger [1] on the graph's shortest path problem. 

Keywords — complex network, graph Laplacian matrix, 

spectral method, optimization, probabilistic model, customer 

preference, greedy algorithm, service network. 

I. INTRODUCTION  

Statistical data, which in the last century were large sets of 
numbers, are now increasingly taking on the form of non-
trivial geometric structures. The processes taking place in 
social, biological, technological, transportation and other 
infrastructure networks, etc., can be effectively studied only 
by considering the complex geometry of these structures [2], 
[3]. Mathematical and statistical models on complex networks 
are being actively researched in the 21st century because they 
require the development of new methods and algorithms. 
Optimization problems on graphs are an exciting and 
challenging class of new problems, most of which involve NP-
hard algorithms [4]. Usually, the term 'network' is associated 
only with the computer hubs, and thus 'network optimization' 
is regarded chiefly as a boost of the server's data processing 
efficiency (see, for instance, [13]). However, complex 
networks and graph optimization problems are applied to 
many situations, most of which have nothing to do with 
computer networks. 

Among the various methods for studying complex 
networks, spectral methods occupy a significant place. 
Structural matrices of graphs, such as adjacency matrices or 
Laplace matrices, contain information about the topology of 
graphs [5]. With an increase in the number of vertices and 
edges of a graph, this information becomes more and more 
manifested in the spectra and eigenspaces of these matrices. 

We can apply spectral methods to various problems dealing 
with graphs, such as clustering [6], [7], [8], community 
detection [9], machine learning and pattern recognition, 
dimensionality reduction and data representation, graph 
drawing [10], [11], [12]. 

In this article, we apply spectral analysis techniques to a 
problem of service network optimization. The task is to find 
the most efficient location of service centers so that the 
number of customers' requests would be predictable, the 
workload on the centers would be uniform, and the centers 
would be close to customers. We built a probabilistic model 
of customer behavior when choosing one of the service centers 
on the location map. Regarding probabilistic distributions of 
customer preferences, we formulated the criterion of network 
optimality for a predetermined number of service centers. 

Applying variational properties of the graph Laplace 
operator, we introduce the concept of gravitational potential 
and propose a method for its construction for each specific 
location of the service network. Using this potential, we can 
calculate the network optimality metrics and propose an 
algorithm to reduce the values of these metrics effectively.  Of 
course, we can find a solution (an optimal configuration of the 
service network) for every reasonable optimality criterion 
since we are dealing with minimizing a function on a finite 
set. This solution is not, in general, unique due to symmetries 
of the graph. However, the brute-force method leads to an NP-
hard problem, and the computation time grows dramatically 
with the number of graph vertices. We propose a new spectral 
network optimization method based on the paradigm of 
greedy algorithms. A greedy strategy does not always lead to 
an optimal solution. Nevertheless, the computational efficien-
cy of our algorithm and the experimentally established 
deviation from optimality within 10-15% justify its use. The 
algorithm performs clustering of the network into groups of 
customers for each service center and then determines each 
center's optimal location. 

II. PROBLEM STATEMENT 

Let � = �(�, �)  be a weighted, undirected, connected 
graph, where � = �	
, … , 	�  is a set of vertices, and � is a weight matrix. The vertices of � represent locations 
where potential customers (clients) are situated. The 

symmetric matrix � = ������,��
�
 represents a map of roads 

between locations with distances between them: if ��� > 0, 

then the locations 	� and 	� are connected by a road of length ��� . We assume that customers are uniformly distributed 

across these locations. Our goals are to construct an efficient 
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service network on such a location map if the number of 
service centers is predetermined. Provided that all service 
centers have the same performance, we optimize the service 
network according to the following criteria: the uniform load 
on all service centers, a large share of regular customers for 
each service point, which ensures predictable behavior of 
customers, and the convenient location of the whole network, 
namely, each service center should be as close as possible to 
its regular customers. 

Assume that the service network consists of � centers, and � is much smaller than � = |�|. Let us choose a subset � = ��
, … , �� ⊂ � 

of � vertices. By placing the service centers in the nodes of �, 
we will get � = � � �  locations 	
, … , 	  without their 
service centers. It is worth noting that only these locations 
affect the optimization criteria. Indeed, the customers from � 
are uniformly distributed across service centers due to our 
assumptions, and they are obviously regular customers of the 
service point at their location. Customer behavior is 
influenced by random factors, and therefore we are dealing 
with a probabilistic model. Suppose !�� is the probability that 

the customer from the location 	� ∈ � ∖ � chooses the service 
center �� ; we assume this probability is the same for all 

customers from the location 	�. Let us combine all probability 
distributions of the customers’ choice in the matrix 

$ = % !

  !
& … !
�!&
 !&& … !&�⋯  ⋯ ⋯  ⋯! 
 ! & … ! �
(. 

Note that the matrix depends on �. A change in the service 
network affects the user's preferences. An algorithm for 

constructing $  for each subset �  is proposed in Sec. III.B. 
The algorithm is based on the spectral properties of the 

discrete Laplace operator on �. 

The sum of the entries in each row of $ is equal to 1, while 
the sum of the entries in the *-th column  

+� = , !�� 
��
  

is the expected loading of the service center ��. Note that 

, +���
��
 =  1, 

since ∑ +����
 = ∑ ∑ !�����
  =  � ��
 . Therefore, 
/0   is a share 

of customers that the service center �� must serve. In the case 

of the optimal network, this ratio should be as close as possible 

to 

�. Let us introduce the first optimization criterion  

1
 = 2, 3+�� � 1�4&�
��
 5
/&. 

Given � ⊂ �, the value 1
(�) indicates how close the load 
distribution for service centers is to uniform.  

This metric is realistic and intuitive. However, we can 
achieve uniform load distribution for inefficient networks as 
well. For example, consider the situation with the “bottleneck” 
shown in Fig. 1. Customers who want to contact a service 
center marked with a wrench must go through vertex A. At 
this vertex, they must decide which service center they will 
choose. Since we assume that centers are identical, the 
customers do not prefer any of the centers and choose them 

with equal probability. Hence !�� = 
�  and, consequently, 1
 = 0 . The law of large numbers ensures that customers 
should be evenly distributed between service nodes on 
average (if we observe the network for a long time). But this 
will not help us on some day when several centers will 
suddenly have long queues while others will be waiting for 
customers. This network is inefficient because none of the 
centers have regular customers and cannot predict the number 
of requests. 

Let us consider the standard simplex Δ = �8 ∈ ℝ�: 8
 ; 8& ; ⋯ ; 8� = 1,  8� < 0 

in ℝ�. The probability distribution of each customer is a 
point in this set. The simplex has K vertices  =
 = (1,0, … ,0),  =& = (0,1,0, … ,0), … , =� = (0, … ,0,1) 

that correspond to distributions of regular customers. Denote 

by $
, $&, … , $  the rows of $. Let us visualize the choice of 

our clients by drawing all points $�  on Δ. Fig. 2 shows such a 

visualization in the case � = 3 for two different networks 

optimal according to the criterion 1
. The first network is like 
a network with a bottleneck since all probability distributions 

are located around point (?@, ?@, ?@). This point is in the zone of 

choice uncertainty. In another network, the clients are divided 
into three approximately equal parts, and their distributions 

lie in a vicinity of the vertices =
, =& , and =A . In such a 
network, the behavior of customers is well predictable. 

We will add one more optimality criterion for the optimal 
networks. Let = be the set of vertices =
, … , =� . We introduce 
the metric 

1& = 1� , BC�D($�, =) 
��
 , 

where BC�D($�, =) = min��
,…,�H$� � π�HℝJ. 
Finally, the criterion for the optimality of the service network 
will be the average value of the two previous ones  

 

Fig. 1. A service network in which a bottleneck separates customers and 
service centers. 

 

Fig. 2: Visualization of the customer's choice on the probabilistic simplex. 
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1(�) = K �� � 1  1
(�);1&(�)2  

with the normalized factor, due to which the metric 1 takes 
values in [0, 1].  

Our algorithm applied to the optimization problem �∗ = arg minQ⊂R 1(�) 

finds the optimal (or near-optimal) location �∗ of the service 
network and groups customers into K clusters S
, S&, … , S�. 

Each cluster S� consists of locations where customers are 

most likely to choose the service center ��. Returning to our 

visualization, S� consists of those customers whose distribu-

tions $�  lie in a neighborhood of the vertex =�. In the last stage, 

we minimize the average value of customers' shortest paths to 
their service centers in each cluster. When we find such a place 
in the cluster, we will move the service center there. Of course, 
such a change can affect the metric 1 , but this effect is 
insignificant. A more convenient location of the service center 
in the cluster only increases its attractiveness to customers. 
Only customers on the edge of clusters can change their 
choice. However, there are few such customers because of the 
optimization by 1&. 

III. GRAVITATIONAL POTENTIALS AND CUSTOMERS' CHOICE 

We denote by T the graph Laplacian of �. This operator is 
a matrix of order U defined by T = V � �, where V is the 
diagonal matrix diag(B
, … , BX) with 

BY  = , ���.Z
[�\  

The Laplacian matrix has several interesting properties, 

which can be applied to graph analysis: T  is positive 

semidefinite, T has always zero eigenvalue, the multiplicity 
of this eigenvalue is equal to the number of connected 

components of the graph �, and therefore � is connected if 
and only if the zero eigenvalue is simple. The spectrum of the 
Laplacian and its eigenvectors contain information about the 

topological structure of �  

A. Gravitational potentials 

The method of gravitational potentials we propose in this 
article is also a spectral method. Using variational and spectral 
properties of the graph Laplace operator, we construct a 
nonnegative function ΨQ: � → ℝ on vertices of �, which we 
call the gravitational potential. The potential ΨQ is equal to 
zero only at vertices of � . At the rest of the vertices, the 
potential is positive, and its value ΨQ(	) increases with the 
distance from the vertex 	 to the set S. It is natural to think of ΨQ  as a potential of the gravitational field, where service 
centers are sources, which produces a force on other vertices. 
In Fig. 3, we show a simple and somewhat naive interpretation 
of this potential. The service centers are global minima of ΨQ, 
each attracting a certain number of customers if they prefer to 
move along gradient flows. Given � ⊂ � , the gravitational 
potential allows us to calculate the matrix $  of customers’ 
choice and the 1-metric, which measures network efficiency. 
In addition, the potential is the basis of our greedy algorithm, 
as it shows how to rebuild the network at each iteration step to 
reach the smallest value 1(�). 

Let us describe the algorithm for constructing the gravita-
tional potential. We start with the Laplace matrix T. Each row 
(column) of T corresponds to a particular vertex of �. Let us 
remove from T all the rows and columns that correspond to 
the vertices �
, … , �� . We denote the reduced matrix by TQ. It 
is a square matrix of size � = � � � . We next find the 
eigenvector _ ∈ ℝ  associated with the smallest positive 
eigenvalue of TQ . The entries of this eigenvector have the 
same sign. Thus, we can assume _ to be non-negative. If all 
entries of _ are positive, then we set 

ΨQ(	) = `_(	),    if  	 ∈ � ∖ �,0,    if  	 ∈ �.  

This algorithm works only if the graph � remains connected 
after removing the vertices �
, … , ��  from it. Otherwise, the 
eigenvector _ has zero coordinates.  

Suppose the graph � splits into the connected components �
(�
, �
), … , �b(�b, �b) 

after removing �. Then TQ: ℝ → ℝ  is the direct sum T
 ⊕ ⋯ ⊕ Tb 

of linear maps Td: ℝ e → ℝ e , where �d = |�d|. That is, the 
matrix TQ  can be made block-diagonal by renumbering the 
vertices, if necessary. Let _d be the positive eigenvector that 
corresponds to the smallest positive eigenvalue of Td. We set 

ΨQ(	) = f _
(	),    if  	 ∈ �
,…_b(	),    if  	 ∈ �b,      0,      if  	 ∈ �.  

The gravitational potential ΨQ has the following property.  

B. Construction of the matrix $ 

Knowing the gravitational potential, we can construct the 
matrix $  describing all customer's probability distributions. 
These distributions determine the customers' choice of service 
centers. We find the paths from the customer to the service 
centers on the graph � to calculate the probabilities. However, 
we will only consider some of the paths, but only the shortest 
ones regarding the potential ΨQ. Building paths can be viewed 
as a discrete analog of the gradient descent method, where we 
choose the direction that minimizes ΨQ the most on each step. 

Let's choose a customer and take him to one of the service 
centers. Since graph �  is connected, the set of neighboring 
vertices for the vertex with our client is not empty. Among 
these vertices, we will choose the one for which the value of 

 

Fig. 3: The service center (giant planet) creates a gravitational field that 
retain a customer (minor planet). 

Each vertex 	 ∈ � ∖ �  is connected to some 

other vertex g ∈ � such that  hQ(g)  <  hQ(	). 
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the gravitational potential is the smallest. Go to the selected 
vertex and repeat the previous step. So, step by step, we will 
move toward decreasing ΨQ  until we reach the zero level, 
where only service centers are located. The property of the 
gravitational potential described above is essential to prove 
that this algorithm works correctly, and we will find such a 
path. Indeed, we “lose height” at each step. Since graph G is 
finite, we will reach a vertex with a zero potential value (i.e., 
a place with a service center) in a limited number of steps. It 
is worth noting that the choice of the next vertex on the path 
is sometimes ambiguous because the gravitational potential 
can reach a minimum value in two or more neighboring 
vertices. 

Consider a customer who is in location 	� . If there is a 
unique path for this customer and it leads to the service center ��, then we set !�� = 1. This means that $� = =� , i.e., we are 

dealing with a regular customer of ��. Suppose the customer 

has U different paths to the service centers, one of which is ��. 

Then we put 

!�� = U�U , 
where U� is the number of paths to ��. If the customer cannot 

get to �� via any of these paths, then !�� = 0. 

IV. OPTIMIZATION ALGORITHM  

Let us start the search for an efficient service network by 
randomly selecting a set �j ⊂ �  consisting of �  vertices of 
the graph �. We now can construct the gravitational potential ΨQk  and the matrix $(�j) . Then, having the probability 

matrix, we can calculate the optimization criterion's value 1(�j) . The optimization algorithm based on the greedy 
strategy is as follows. At each iteration step, we will move one 
of the service centers to another location to reduce the 1 -
metric. We will again refer to the potential ΨQk  and find the 

vertex 	∗ = arg maxm∈R  ΨQk(	), 
where it acquires the highest value. If there are several such 
vertices, we choose any of them. Let us move the service 
centers, which gives the best value of the 1-criterion, to the 
vertex 	∗. Now we have a new configuration �
 ⊂ � of the 
service network with 1(�
) < 1(�j) and proceed to the next 
iteration step. On each iteration we pick a node with the 
highest value of ΨQ and move one of the service centers to it. 
We continue this process, reducing the deviation from the 
optimum. 

Of course, we do not expect this process to converge. 
There are both mathematical and algorithmic reasons for this. 
The solution of optimization problem is generally not unique, 
and greedy algorithms on complex networks rarely give an 
exact solution. However, their computational efficiency 
makes them worthwhile even if they provide only 
approximate results. We  continue the iteration process until 
the optimization score no longer decreases.  

Let �∗  be the best location for the service network 
according to our greedy algorithm. By computing the potential ΨQ∗  and the customer choice matrix $(�∗)  again, we can 

identify customer clusters S
, S&, … , S� . For each service 
center �� , the cluster С�  consists of the customers whose 

probability distributions $d(�∗)  are located closest to the 

vertex =� of the simplex Δ.  We then proceed to the path opti-

mization task, which we solve for each service center �� with 

its customers from the set of locations С�.  

We also propose a method based on spectral properties of 
the graph. We apply multidimensional scaling (MDS) [14] to 
graph � to find the node, which has properties of the graph's 
center, and thus will minimize the average path to the rest of 
the nodes in the cluster С�. After detecting such a node o, we 

check if any nodes adjacent to the center have a smaller 
average path. Recalculating the average path from 
neighboring nodes can be done with little effort. Instead of 
directly calculating all paths, we propose the following 
algorithm. Let 	 be one of the adjacent nodes connected to o 
by an edge p. Among the paths from the current center to all 
nodes, we can distinguish two types of ways: those that pass 
via the vertex 	 and those that do not. For paths that do have 
node 	  in their list of vertices, moving center from o  to 	  
reduces the path by the length (weight) of edge p, and for those 
that do not have 	 in their list, will increase paths length no 
more than by the length of p. Move the center to the vertex 
that has the minimum average path among the adjacent 
vertices, provided that it is less than the average path from the 
vertex o. We continue the iterative algorithm until we find a 
local minimum, when the average path in the neighboring 
vertices does not improve the situation. 

The entire algorithm of network optimization can be 
described in the following pseudocode: 

The algorithm performs q(��A)  operations at each 
while-loop iteration. Indeed, the most expensive is the search 
for eigenvalues and eigenvectors of the matrix TQ, which takes q(�A). The running times of the algorithms for constructing 
paths and the matrix $ (S) are q(� ; �)  and q(�&) , 
respectively. Here �  is the number of edges of � . The 
multiplier �  appears before �A  because the search for a 
service center to move to vertex 	∗ contains a hidden loop. 
When searching for an exact solution to the problem by the 

brute-force method, it is necessary to perform ���� iterations. 

Data: Adjacency matrix of graph �,  

number of service centers � 

Result: Location � of the service network 

Random initialization of � ⊂ � 

while criterium of optimality is not achieved 

Construct the gravitational potential ΨQ 

Construct the gradient flows (paths)  

Build the probability matrix $(�) 

Calculate the metric 1(�) 

Find vertex 	∗ with the highest potential value and 

change � by moving one of the service centers to 

the vertex 	∗ (the center that leads to the best value 

of the J-metric in the new configuration �) 

end 

Divide customers into clusters according to S 

Perform path optimization in clusters 
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Numerical experiments show that our greedy algorithm 
performs q(�) iterations with high likelihood. 

Assume that � = r� , where r ∈ (0,1)  is the share of 
locations where service centers need to be established. Then 
the total work of the brute-force method is 

q 2�A.s 31r4t� 3 11 � r4(
ut)�5. 
Since both numbers ru
 and (1 � r)u
 are greater than one, 
we are dealing with an NP-hard algorithm whose running time 
grows exponentially with the number of vertices in the graph. 
In contrast, the asymptotic running time of the greedy 
algorithm is only o�&�A = q(�s).  

V. ALGORITHM PERFORMANCE 

In conclusion, we will demonstrate the performance of the 
developed optimization algorithm on a simple graph. Consider 
the underlying graph formed from a balanced tree by adding 
or removing a few vertices and edges. We randomly selected 
weights from the range [0.5, 1] for the weighted graph. The 
graph still clearly shows three clusters, see Fig. 4. We initially 
located three service centers at the nodes marked by wrenches. 
This network configuration is far from optimal, especially 
since we have a bottleneck situation. The graph has 40 
vertices. Thus, there are 9880 different service network 
locations that the brute-force method will analyze to find the 
exact solution.  

The gravitational potential for the initial network configu-
ration reaches its maximum value at the vertices marked with 
triangles. These vertices are located farthest from the set �. At 
the first stage of optimization, the influence of the weight 

matrix �  is insignificant. The topology of the underlying 
graph influences the potential, and the “path length” at this 
stage can be interpreted as the number of edges that form the 
path. Let us move one of the service centers to a vertex with a 
triangle, see Fig. 5. In this configuration, it does not matter 
which of the centers is moved to which vertex.   

Now the location farthest from the service network is in 
the cluster without a service center. The gravitational potential 
effectively finds places farther away from S, acquiring large 
values there. This feature of the potential is due to the 
variational properties of the eigenvalues and eigenvectors of 
the Laplace matrix. By moving one of the service centers to 
this vertex, we get the smallest possible value of the 1-metric, 
which coincides with the value obtained by the brute-force 
method, see Fig. 6. After performing a few more control 
iterations and making sure that there is no improvement in the 
network configuration, we stop the computational process. 
Then each customer chooses the nearest service center, 
following the path of the maximum decrease in gravitational 
potential. Therefore, we get the clustering of the location 
graph.   

In Fig. 7, we see the result of our algorithm after path 
optimization. In this example, our greedy algorithm achieved 
an accurate result when optimizing the 1-metric. One reason is 
that the number of hidden clusters in the graph and service 
centers is the same, and all clusters are the same size. For 
example, the algorithm will work equally well for 6 or 9 
centers. Our average path optimization algorithm also worked 
well here. The mean average precision error is only 3% 
compared to the result obtained by the brute-force method. 

 

Fig. 4. Initial location of the service network. 

 

Fig. 6: The second iteration, where the global minimum of the 
optimization criterion is achieved. 

 

Fig. 7: Final configuration of the service network after optimizing average 
paths in clusters. 

 

Fig. 5: Location of the service network after the first iteration. 
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Note that our visualization does not take into account the 
weights, i.e., the distance between nodes; this is the reason the 
location of the service center in the right cluster may not look 
optimal. 

Experiments conducted on networks of various 
configurations and complexity showed high performance of 
the developed algorithm; they will be reported in detail in a 
future publication. 

VI. FURTHER REMARKS 

We note that our algorithm can be applied to the problem 
of the expansion of an existing service network �j ⊂ � . 
Suppose we must add new service centers � = ��
, … , ��  to 
it so that the new network becomes as efficient as possible. Of 
course, � ⊂ � ∖ �j. To solve the problem, we build a 
gravitational potential that vanishes at vertices from the set �j ∪ �. However, we can move only service centers from � 
when optimizing the criteria. 

Although our algorithm divides the graph into clusters, the 
problem of finding the optimal service network is not directly 
related to the graph clustering problem. The algorithm will 
efficiently place several restaurants in a city with 
perpendicular avenues and streets, even if the graph, which is 
now a square grid, has a homogeneous structure and does not 
contain any hidden clusters, see Fig. 8.  

However, if there are such clusters in our graph, we 
believe that the method of gravitational potentials can be 
applied to the graph clustering problem as well. In Fig. 6, our 
algorithm found three clusters in the second iteration. Indeed, 
it is essential here that the number of service centers coincides 
with the number of clusters. Suppose graph � consists of w 
clusters with almost the same number of vertices. We 
experimentally found that the optimal network has the lowest 1-metric values when � is a multiple of w. More precisely, if 
we consider the function x(�) = 1(�∗(�)), where �∗(�) is 
the optimal location of the network of size �, then x reaches 
local minima at points � = yw, y ∈ ℕ. So, by applying our 
algorithm for different � , we can predict the number of 
clusters in � and find these clusters. 

CONCLUSIONS 

In this paper, we suggested an efficient algorithm of 
optimizing service centers location in a complex customer 
network that ensures balanced and predictable service load 
and proximity to the clients. The core of the method is the 
introduced concept of the gravitational potential that is based 
on the spectral properties of the graph Laplacian and allows 
one to find approximate shortest paths to closest servers. The 
proposed greedy algorithm then determines a predictable and 
balanced service area division among clients that optimizes 
nondeterministic customer preferences and the corresponding 
metrics. Finally, the iterative process starting from the MDS-
inspired centroid optimizes the server location within each 

cluster. Numerical experiments (to be reported upon 
elsewhere) demonstrate that the developed pipeline is time 
efficient and returns nearly optimal solutions for all tested 
types of networks.  
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Abstract — We study network models in epidemiology and 

different vaccination strategies to combat epidemics. The main 

goal is to compare the effectiveness of vaccination scenarios on 

complex networks with different topological structures: 

random, scale-free, and small-world networks. The results 

obtained during the study can be used to plan and evaluate 

disease control programs or to defend computer networks 

against a virus attack.  
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I. INTRODUCTION 

Epidemiological models describe the spread of infectious 
diseases among human or animal populations. They allow us 
to track, predict, and inform epidemic response measures. 
Mathematical modeling of epidemics has a long history of 
research; see, for example, [1], [2] and references therein. 
Since the pioneering work of Kermack and McKendrick [3] in 
1927, the so-called compartmental models have been 
extensively studied in the framework of the theory of 
dynamical systems. This approach involves dividing the 
population into different compartments based on disease 
status and monitoring the dynamics of each group. The natural 
history of illnesses reveals numerous epidemiological stages, 
such as susceptibility, resilience, incubation, illness, 
infectivity, etc.  The most widely used SIR model categorizes 
individuals as Susceptible, Infectious, or Recovered. Various 
applications, not just epidemiology, caused considerable 
interest in these models. The compartmental models have 
been used to study sustainable agriculture, drug and alcohol 
use, the spread of violent ideologies on the internet, and 
criminal activity [4].  

The emergence of the internet and computer viruses 
sparked a new wave of research in the field of epidemiological 
models. This occurred in the late 20th century when the spread 
of computer viruses began to pose a serious threat to computer 
system security. The application of epidemiological models to 
computer networks has required careful adaptation because 
the spread of computer viruses is not entirely analogous to the 
spread of biological diseases. What happens to a computer 
virus in a network can only be adequately described by 
considering the network topology and various network 
characteristics. That is why a new type of epidemiological 
model, called network models, has emerged. These models 
analyze the structure of computer networks and the patterns of 
communication between nodes. By studying the network 
topology and data flow between systems, these models can 
identify critical nodes or vulnerable areas where viruses can 
spread rapidly [5]. Network models can also be used to 

evaluate the effectiveness of network segmentation, firewalls, 
and other security measures and even to detect the sources of 
computer viruses in networks [6]. These models effectively 
describe various processes for which interconnections are 
essential. In economics, these include job referrals in labor 
markets, patterns of international trade, the diffusion of 
technology, and contagion in financial markets [7]. 

With the Covid-19 pandemic sweeping the globe, the 
network models developed for computer networks have come 
back in epidemiology. Only they allow us to study the effect 
of vaccination and develop an optimal vaccination strategy, 
especially in conditions of limited vaccine supplies. In 
compartmental models, we assume everyone has an equal 
chance of getting sick. However, this assumption does not 
reflect that people interact in much smaller groups. Network 
models consider real-world interaction patterns, provide 
valuable information about the spread of infectious diseases, 
and effectively suggest ways to combat them [5] - [8].  

We investigate the relationship between the topological 
characteristics of complex networks where the virus spreads 
and the effectiveness of different vaccination scenarios. Real-
world networks share a few common properties, such as the 
small-world and scale-free phenomena. In addition, they are 
sparse, as the fraction of links is relatively small compared to 
the links in the complete graph. We build probabilistic models 
of epidemic spread and localization through vaccination for 
the cases when one of these properties is crucial in a network. 
Vaccination scenarios depend on different centrality metrics 
for graphs. We performed statistical modeling to compare the 
vaccination efficiency for different scenarios and network 
structures. Vaccines have saved more lives than any other 
medical breakthrough in history. Therefore, identifying the 
most vulnerable individuals and their vaccination plays an 
essential role in fighting epidemics, which is why it is an 
essential topic for the studies. 

II. SIR MODELS ON COMPLEX NETWORKS 

Let us consider a population of individuals in contact with 
each other. At some point, a random individual contracts an 
infectious disease that spreads through the population. After 
some time, the share of patients will reach a detectable level, 
which we call the threshold. Then the infection begins to 
threaten the population, and measures, such as vaccination or 
quarantine, must be taken to stop the epidemic.  

According to the ideology of compartmental models, we 
divide the population into three non-intersecting groups: � 
(susceptible), � (infectious), and � (recovered), see Fig.1. Let 
us assume that ����, ����, and ���� are functions of time that 
describe the size of the groups. Individuals can move between 
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these compartments according to the scheme shown in Fig. 1. 
In the classic SIR model, the dynamic system 

��
�� 	 
 �

� ��, ��
�� 	 �

� �� 
 �, ��
�� 	 � 

describes the evolution of the groups. Here � is the population 
size, � is the average number of contacts per person per time 
and  is the average number of recovered infectious indivi-
duals. We assume that ��0� 	 �, ��0� 	 0, ��0� 	 0 . The 
typical behavior of solutions of the dynamic system is shown 
in Fig. 2. In this model, ���� � ���� � ���� 	 � for all �. The 
epidemic lasts as long as the share of infected people exceeds 
the threshold �, i.e., ���� � ��. 

The critical indicators of an epidemic are its duration and 
the peak number of infected people. Long-lasting epidemics 
and pandemics have many negative economic and social 
consequences, and the number of deaths is proportional to the 
peak value ����. Both indicators can be reduced by introdu-
cing quarantine, which lowers the intensity of contact among 
the population, and vaccination, which significantly decreases 
the chances of getting sick. The classical SIR model can 
respond to such measures only after the fact, reducing the 
parameter �. A strict limitation of the model is the assumption 
that all groups are uniformly mixed in the population and that 
everyone has the same probability of infection. It does not 
provide mechanisms for analyzing any external influence on 
the epidemic. However, it is well known that “social 
interactions are not organized in this stylized way. Instead, 
individuals interact mostly within much narrower groups, 
shaped, for example, by family ties, work and social 
environments, and geography. Network models provide a 
route into analyzing epidemics in a way that takes these 
patterns of interaction into account” [7]. 

Let us denote by � 	  ��, ��  the connected undirected 
graph, where � is the set of vertices, and � is the set of edges. 
This graph models a population with all its members and the 
connections between them. A vertex is an individual, and an 
edge indicates that two individuals are in contact with each 
other. Let us divide � into three disjoint subsets �, �, and �, 
assigning each vertex one of the attributes – susceptible, 
infectious, or recovered. The epidemic dynamics consists of 

the change of these subsets in time, considered discrete in the 
network model. Graph � is the stage where we will examine 
several cases of epidemic development and its control. The 
cases will differ in topological characteristics of �  and 
vaccination strategies, which are also related to specific graph 
metrics. 

Assume ���� is not empty, and describe what happens to 
the population after the passage 

�����, ����, ����� → ���� � 1�, ��� � 1�, ��� � 1��. (T) 

Only vertices from ���� can cause changes in the groups. Each 
vertex � ∈ ����   can move to ��� � 1�  with probability  , 
i.e., change the label from ‘susceptible’ to ‘recovered’. 
Alternatively, � can infect one of its neighbors. A neighbor is 
any vertex that is connected to � by an edge. We randomly 
chose a neighbor   from ����, and then we will move this 
vertex from ���� to ��� � 1� with probability �, replacing the 
label ‘susceptible’ with ‘infectious’. We denote the transfor-
mation (T) of the labeled graph �  by Spread��, �, �. The 
dynamics of the compartments on �  can be obtained by 
iterating of Spread. 

Let us assume that the population reached the epidemio-
logical threshold at moment �∗. In our model,  the function 
Vaccination�"� works as follows. We have selected a set of 
nodes # ⊂ � according to a specific scenario " developed in 
advance. If  ∈ # ∩ ���∗�,  then we assign the label 
‘recovered’ to this vertex. Other nodes from # remain in their 
groups. The infected nodes  ∈ # ∩ ���∗�   remain infected 
because vaccination is not a cure. Obviously, the recovered 
nodes  ∈ # ∩ ���∗� remain recovered. 

We simulate the spread of an epidemic in a complex 
network to calculate the following parameters: 

• Epidemic duration: the number of iterations of  Spread 
during the epidemic lifecycle, i.e., from the beginning to 
the recovery of the last patient.   

• Epidemic peak: the largest number of infected 

individuals simultaneously, i.e., ���� 	 max)  |����|.  
• Epidemic coverage: the total number of individuals 

infected during the epidemic lifecycle.  
 

The spread of the epidemic in our population occurs 
according to the following algorithm.  

 

Fig. 2: Dynamics of  compartments in the SIR model 
© computationalthinking.mit.edu 

 

Fig. 1: States in the SIR epidemic model and transitions between them. 

 

Input Data: network �, probability � of infection,  probability 

 for the patient to recover, vaccination scenario "  

Initialize all vertices as susceptible 

Initialize a random vertex as infectious 

#  Spread of infection before the threshold is reached 
while |����| + �|�| 

Spread��, �, � 
end 

#  Vaccination and spread of  the epidemic until it is complete 

Vaccination�"� 

while ���� is not empty 
Spread��, �, � 

end 

Output Data: duration, peak, coverage 
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III. SAMPLE NETWORKS 

In this section, we describe the network structure of our 
populations that will have to survive an epidemic. The sample 
graph should resemble real-world networks or at least have 
their main features. In Fig. 3, we visually classify networks in 
the space of variables randomness-heterogeneity-modularity. 
The randomness dimension represents the number of random-
nesses involved in the network construction process, the 
heterogeneity measures how diverse the distribution of 
connections is, and the modularity measures how modular the 
architecture is [9]. We can see that most real-world networks 
are in the domain of highly heterogeneous, random 
hierarchical networks. 

We used four types of graph structures: random networks, 
modular random networks, scale-free networks, and small-
world networks. Each of the structures emphasizes particular 
features of real-world networks, see Fig. 3. 

A. Random networks 

Let us assume that the target population can be represented 
as a random network since contacts and disease transmission 
between people are usually random. The random networks 
were first introduced by Erdős and Rényi [10]. Due to the 
outstanding contributions of these mathematicians, random 
networks are commonly referred to as Erdős-Rényi graphs. 
We applied the following algorithm to create a random graph  
[11].  Among � isolated vertices, we select a pair of distinct 
vertices and connect them with probability ,  or skip them 
with probability 1 
 ,  . This process is repeated for each 
possible pair of vertices in the graph. The resulting 
distribution of vertex degrees follows the binomial 
distribution. Therefore, the degrees lie in a close neighbor-
hood of some mean degree, and there are usually no outliers, 
i.e., vertices with very high or low degrees. We generated a 
giant connected component of a random graph with 
parameters � 	  300  and , 	  0.1   using NetworkX, the 
Python package for creating and manipulating graphs. From 
now on, this network will be regarded as a random network 
instead of a modular random network, which we will describe 
below. 

The population can often be divided into relatively isolated 
groups or clusters. For example, when we consider people 
from different cities, it is reasonable to assume that most 
connections are within their city, with a limited number of 
people communicating between the cities. A graph repre-
senting this population should have a more clustered structure. 
We create a modular random network as follows. Firstly, we 
generate three random graphs of size � 	  100, then select a 
few nodes from each cluster and connect them to some nodes 

from two other ones. As a result, we will receive a random 
network of size N = 300 consisting of three clusters. 

B. Scale-free networks 

As we mentioned above, many real-world networks are 
scale-free. A scale-free network is a graph whose degree 
distribution follows a power law, meaning there are large hubs  
–  nodes with much higher degrees than most other nodes in 
the network. The Barabási-Albert model is the best-known 
model for creating a scale-free network that connects new 
nodes to an existing graph by combining two concepts: growth 
and preferential attachment [11].  

We can build a scale-free graph using the following 
algorithm. We start with ./  vertices, the connections 
between which are chosen randomly so that each vertex has at 
least one connection. The network develops in two steps. 

 Growth. At each iteration we add a new node with 
. 0 ./ links that connect the new node to . nodes 
that are already in the network. 

 Preferential attachment. The probability that a link of 
the new node connects to a node   depends on the 
degree of  . Namely, nodes with a higher degree have 
a stronger ability to grab links added to the network.  

As for a modular random network, we first generate three 
Barabási-Albert clusters with � 	  100  and . 	  3 , and 
then combine them into a single graph of size 300, see Fig. 4.  

C. Small-world networks 

In a small-world network, the average length of the 
shortest path connecting two nodes grows very slowly as the 
network size increases. Watts and Strogatz proposed a model 
that generates graphs with small-world properties [12], [13]. 
We start with a lattice (e.g., a ring) of � nodes connected to 
2. nearest neighbors. We iterate over the nodes, and at each 
step, with probability ,, one link connecting the selected node 
to one of its m nearest neighbors is reconnected to another 
randomly selected node, and with probability 1 
  ,, all links 
remain in place. Self-connections and duplicate edges are 
excluded.  

Next, by modeling three relatively isolated communities, 
we generate three small worlds with parameters � 	 100 and 
, 	  0.5 . Then we connect them with a small number of 
random edges into a single network.  

All generated networks are the same size to compare an 
epidemic's spread statistics. Note that the classical SIR model, 
in which all three groups are uniformly mixed, and each 
member of the population can get sick with equal probability, 

 

Fig. 3: A zoo of complex networks. © Solé and Valverde [9]  

Fig. 4: A sample of a scale-free network 
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has an analog in network models. To do this, we need to 
consider the epidemic on the complete graph. 

IV. VACCINATION SCENARIOS AND RESULTS OF 

SIMULATIONS 

Our population � 	 ��, �� consists of a finite number |�| 
of individuals. Since the probability  is positive, all members 
from compartment � will move to compartment � in a finite 
time, i.e., all will recover. Therefore, by repeatedly applying 
the transformation Spread, we will come to a labeled graph 
with |��3�| 	 0 for a finite number of iterations 3. The time 
3 is the duration of the epidemic. 

The approach in which we do not interfere with the spread 
of the epidemic and do not take any measures to stop it is 
unacceptable for many infectious diseases. Such inaction can 
have many negative economic and social consequences and 
lead to high mortality among the population. The epidemic 
can be influenced by quarantine and vaccination of the 
population. These measures can shorten the duration of the 
disease and reduce the peak incidence. 

Below we will describe several vaccination methods to 
compare their effectiveness. The vaccination scenarios, except 
for random vaccination, are based on selecting important 
nodes in the network. Centrality metrics on graphs will 
determine this importance [14], [15]. 

We modeled the spread of the epidemic with parameters 
� 	 0.7,  	 0.1, and � 	 0.05 for a population of size � 	
300. In each case, except for the “No Vaccination” scenario, 
we used 15 vaccine doses, meaning that only 5% of the 

population was vaccinated. We simulated the epidemic in four 
different networks with six different vaccination scenarios. 
We ran the simulation 1000 times for each case to account for 
random effects and then calculated the average values of the 
epidemic's duration, peak, and coverage. 

The results of our simulations are tables with statistical 
indicators and visualization of the actual dynamics of the 
epidemic in all types of networks and for all vaccination 
scenarios. The reader can watch these videos at 
linktr.ee/IEEE.ELIT.2023 [16]. 

In Figure 5, we visualize only the main stages of an epide-
mic in a small network. Initially, the disease spread to people 
in one community, but on the sixth day, the epidemic spread 
to other communities. On the 12th day, two communities were 
already affected, but the situation was manageable in the third. 
However, everyone later contracted the disease, and the 
epidemic ended only on the 45th day. 

Let us take a closer look at all the methods of vaccination 
and present the statistics from our simulations. 

TABLE I. NO VACCINATION SCENARIO 

No Vaccination. In this scenario, we do not use vaccines 
to track the dynamics of the disease without external inter-
vention and compare it with the effect of vaccination.  

In the tables, we provide the duration of the epidemic in 
terms of the number of iterations and the peak and coverage 
of the disease as a percentage of the population. 

TABLE II. RANDOM VACCINATION SCENARIO 

o Random Vaccination. Let us randomly select 5% of people 
and vaccinate them. This scenario is the simplest method of 
vaccination. However, even it has the effect of slightly 
reducing the peak of the disease. 

TABLE III. DEGREE VACCINATION SCENARIO 

o Degree Vaccination.  In this scenario, the degrees of the 
network nodes are essential. Nodes with the highest degrees 
are considered central to the network. This metric measures 
the intensity of direct contact between an individual and his or 
her neighbors. Individuals in contact with the largest number 
of others have the highest centrality score. After sorting the 
list of vertices in descending order for degree, we select 15 
individuals from the top of the list and vaccinate them. 

Network Duration Peak % Coverage % 

Random graph 70 77 95 

Modular random graph 76 50 94 

Scale-free graph 78 39 89 

Small-world graph 80 36 88 
 

Network Duration Peak % Coverage % 

Random graph 70 77 95 

Modular random graph 76 51 94 

Scale-free graph 78 42 92 

Small-world graph 78 43 93 
 

Network Duration Peak % Coverage % 

Random graph 71 81 100 

Modular random graph 76 54 100 

Scale-free graph 78 46 97 

Small-world graph 79 47 99 
 

 

Fig. 5: Frames of the epidemic visualization on a modular random 
network of size N=60. 
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o Closeness Vaccination. Unlike the previous method, 
which relied on the social importance of people and the 
intensity of their contacts, this vaccination scenario is based 
on their “geographic” location. The closeness measure for a 
node depends on the average distance from the node to all  

TABLE IV. CLOSENESS VACCINATION SCENARIO 

other nodes in the network. The node is essential if we can get 
from it to any other node in smaller steps. Let �56 denote the 
distance, in the network � , between vertices �  and   
measured as the minimum numbers of hops needed to move 
from � to  . The mean distance from � to any other node is 
given by 

�5 	 1
|�| 
 1 7 �56

6∈8
. 

If a vertex � has small �5, then it is close to many nodes 

of the network. We call "5 	 �5
9:

 the closeness centrality of 
� . In this vaccination method, we sort the array �"5�5∈8 ,  
select 15 individuals with the highest closeness centrality, and 
vaccinate them. 

o Betweenness Vaccination. The measure of betweenness 
calculates how often the node is found on the shortest path 
between two random nodes of the network. This metric states 
that the node is important if it is a kind of a gateway for the 
network. Such nodes are often located in network bottlenecks. 
In Figures 4 and 5, they correspond to those members of the 
population who have contacts with representatives of other 
communities, i.e., they are the ends of edges connecting 
different clusters. 

TABLE V. BETWEENNESS VACCINATION SCENARIO 

The betweenness centrality ;5 for a node � is defined as 
follows. Let <6=  be the number of shortest paths between 
vertices   and > in the network �, and .6=5  be the number of 
shortest paths between vertices   and >  that pass through 
node �. The betweenness centrality ;5 of � is the value 

;5 	 7 .6=5

<6=6,=∈8
 . 

We select the 5% of individuals with the highest values of 
the betweenness centrality and vaccinate them. 

o Eigenvector Vaccination. Such measures as the degree, 
closeness, and betweenness centralities can identify people in 
the population who may be active spreaders of infection. 
While the eigenvector centrality identifies the most at-risk 
group in the population, the individuals most likely to become 
infected. The eigenvector centrality gives each node a score 
proportional to the sum of the scores of its neighbors. This 
principle is used in the PageRank algorithm to rank web pages. 

In the context of our model, we can reformulate it as follows. 
An individual's infection probability at the beginning of the 
epidemic is proportional to the sum of the probabilities of 
infection of all those with whom it comes into contact.  

TABLE VI. EIGENVECTOR VACCINATION SCENARIO 

Such a recursive definition of this measure leads to the 
spectral problem ?@ 	  A���@ , where ?  is the adjacency 
matrix of � , and A���  is the leading eigenvalue of ? . The 
normalized eigenvector @ can be chosen to be positive. The 
vector gives us the eigenvector centrality score, and its 
coordinates are the probabilities of infection for the 
corresponding vertices, i.e., if the Bth row of ? corresponds to 
vertex � , then @C  is the probability of getting sick for this 

vertex.   

After calculating the eigenvector @ , we vaccinate 15 
individuals, corresponding to the nodes with the highest score.  

V. SOME REMARKS ON QUARANTINE 

How can network models consider the impact of 
quarantine on the epidemic's dynamics? Quarantine only 
affects the intensity of contact among the population. Let , be 
the probability of a healthy person becoming infected with the 
virus when meeting an infected person. If the population 
members have the same immunity, this probability depends 
only on the biological properties of the virus, such as the rate 
of reproduction or mode of transmission. Next, if two 
individuals connect, assuming they are in constant contact is 
unnecessary. Suppose an edge with a weight >56  connects 
vertices � and  . We can interpret >56  as the probability of 
contact. The person � can transmit the virus to person   with 
probability , if they meet, which will happen with probability 
>56. Hence the transmission probability is �56 	 ,>56. 

Let �) 	 ��, D)� be a sequence of weighted graphs with 
matrix D) 	 �>56����5,6∈8 . Then the infection spread rate 

�56��� 	 ,>56��� depends on time and a pair of individuals. 
Suppose we have reduced the entries of D) by a percentage 

during a certain period E�:,�FG . In that case, this means a 

decrease in the intensity of contacts in the population, i.e., the 
introduction of quarantine in the entire population. Reducing 
only a part of the probabilities >56��� for a certain time is also 
possible, which would mean local quarantine, for example, in 
only one community. The impact of different quarantine 
strategies in epidemiologic models still needs to be studied. 

CONCLUSIONS 

Our modeling aims to answer the question of who should 
be vaccinated first at the beginning of the epidemic, thereby 
reducing its negative consequences. It is impossible to 
vaccinate large groups of people quickly, so vaccinating only 
5% of the population in our model is not only due to a limited 
number of vaccines. Statistical tests show that any vaccination 
scenario affects the spread of the epidemic by reducing the 
peak incidence. In addition, vaccination strategies, based on 
network structure analysis are more effective than random 
vaccination; see Tables I-VI. However, the level of such 
effectiveness varies. Table VII shows an integral indicator of 

Network Duration Peak % Coverage % 

Random graph 71 77 95 

Modular random graph 64 29 47 

Scale-free graph 78 33 81 

Small world 78 29 71 

 

Network Duration Peak % Coverage % 

Random graph 71 77 95 

Modular random graph 58 25 33 

Scale-free graph 79 34 81 

Small world 66 24 48 

 

Network Duration Peak % Coverage % 

Random graph 71 77 95 

Modular random graph 77 48 93 

Scale-free graph 79 39 89 

Small-world graph 79 41 92 
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vaccination efficiency in different networks. It takes into 
account both the peak and the coverage of the epidemic.  

First, the epidemic simulation on a giant connected 
component of a random graph indicates that vaccination is 
ineffiient, regardless of the strategy. The network must be 
highly modular to achieve a visible result by vaccinating a 
small percentage of the population. 

TABLE VII. VACCINATION EFFECTIVENESS ACCORDING TO THE INTEGRAL 

SCORE H 	 100 
 �0.7 ⋅ PEAK � 0.3 ⋅ COVERAGE�

 

The betweenness and closeness methods show the best 
results in clustered networks; see Tables V-VII. These metrics 
select people who communicate the most with members of 
other communities. In other words, nodes with high 
betweenness or closeness scores can usually be found on 
bridges between clusters. Vaccinating such individuals 
prevents the disease's spread by blocking the infection 
pathways between relatively isolated groups. In one of the 
videos available to the reader on the website [16], vaccination 
with the betweenness method led to the localization of the 
epidemic within only one cluster. 

The spectral method, which is based on the eigenvector 
centrality, is less effective in the case of fast vaccination at the 
beginning of the epidemic. It selects a group with a high 
disease risk, usually comprising a significant portion. 
Vaccinating people in this group does not affect the global 
spread of the disease. This method is better suited for 
systematic vaccination in a prolonged pandemic. Also, all the 
vaccination scenarios based on the centrality metrics gave 
worse results on the scale-free network compared to the small-
world and modular random networks. The structure of the 
scale-free graph can explain this. In Figure 4, the size of the 
nodes is shown according to their degree so that the size is 
larger for nodes with higher degrees. It is easy to see that, in 
the case of the scale-free network, the nodes with high 
centrality scores are the nodes with high degrees located in the 
centers of clusters. “In the centers” means far from the gate-
ways or bridges that connect these clusters. There is no doubt 
that vaccinating such individuals with many contacts is useful. 
However, it is less effective than vaccinating people with 
inter-cluster connections. 

The duration of a virtual epidemic is almost independent of 
network topology and vaccination strategies. For a network of 
size � 	 300, this parameter generally ranges from 70 to 80. 
In addition, the standard deviation is also almost the same and 
ranges from 11 to 13. The fact is that the duration of an 
epidemic depends mainly on only three parameters: 
population size �, contact rate � and recovery rate . When � 
and  are fixed, the duration can be expressed by the formula 
T 	 U � V ln � , where the coefficients can be found using 
simple linear regression. The dependence between duration 

and the other parameters is more complex and advanced 
methods such as neural networks should be used to properly 
analyze them. 

REFERENCES 

[1] Brauer, F., van den Driessche, P., and J. Wu. Mathematical 
Epidemiology. Springer Science and Business Media, 2008. 

[2] Lypez-Flores, M. M., Marchesin, D., Matos, V., & Schecter, S. 
Differential Equation Models in Epidemiology, 2021. 

[3] Kermack, W. O., & McKendrick, A. G. (1927). A contribution to the 
mathematical theory of epidemics. Proceedings of the Royal Society of 
London. Series A,, 115(772), 700-721. 

[4] Koss, L. (2019). SIR models: differential equations that support the 
common good. CODEE Journal, 12(1), 6. 

[5] Ganesh, A., Massoulié, L., & Towsley, D. (2005, March). The effect 
of network topology on the spread of epidemics. In Proceedings IEEE 
24th Annual Joint Conference of the IEEE Computer and 
Communications Societies. (Vol. 2, pp. 1455-1466). IEEE. 

[6] Shah, D., & Zaman, T. (2010). Detecting sources of computer viruses 
in networks: theory and experiment. In Proceedings of the ACM 
SIGMETRICS international conference on Measurement and 
modeling of computer systems (pp. 203-214). 

[7] Craig, B. R., Phelan, T., Siedlarek, J. P., & Steinberg, J. (2020). 
Improving epidemic modeling with networks. Economic Commentary, 
(2020-23). 

[8] Witten, G., & Poulter, G. (2007). Simulations of infectious diseases on 
networks. Computers in Biology and Medicine, 37(2), 195-205. 

[9] Solé, R. V., & Valverde, S. (2004). Information theory of complex 
networks: on evolution and architectural constraints. In Complex 
networks (pp. 189-207). Berlin, Heidelberg: Springer Berlin 
Heidelberg. 

[10] Erdos, P., & Renyi, A. (1960). On the evolution of random graphs. 
Publ. Math. Inst. Hung. Acad. Sci, 5(1), 17-60. 

[11] Posfai, M., & Barabasi, A. L. (2016). Random Networks. Network 
Science. Cambridge, UK::Cambridge University Press. 

[12] Barrat, A., & Weigt, M. (2000). On the properties of small-world 
network models. The European Physical Journal B-Condensed Matter 
and Complex Systems, 13, 547-560. 

[13] Albert, R., & Barabasi, A. L. (2002). Statistical mechanics of complex 
networks. Reviews of modern physics, 74(1), 47. 

[14] Njotto, L. L. (2018). Centrality Measures Based on Matrix Functions. 
Open Journal of Discrete Mathematics, 8(04), 79. 

[15] Latora, V., Nicosia, V., & Russo, G. (2017). Centrality measures. 
Complex Networks, 31-68. 

[16] Buhrii, K. Simulation of epidemic spread. linktr.ee/IEEE.ELIT.2023 

 

 
Fig. 6: Duration based on network size with other parameters fixed: 

� 	 0.7 and  	 0.1 . T 	 3.02 � 13 YZ �. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

43 
979-8-3503-8309-6/23/$31.00 ©2023 IEEE 

Optimizing Neural Network Wavefunctions Using 
Variational Monte Carlo with Evolution Strategies 

Mykhailo Moroz  
Department of Solid State Physics 

Ivan Franko National University of Lviv 

Lviv, Ukraine 
michael08840884@gmail.com  
mykhailo.moroz@lnu.edu.ua 

Oleg Bovgyra 
Department of Solid State Physics 

Ivan Franko National University of Lviv 

Lviv, Ukraine 
bovgyra@gmail.com 

oleh.bovhyra@lnu.edu.ua 

Abstract — Obtaining accurate solutions to many-electron 

quantum systems is of critical importance, in principle, such 

solutions allow computing most of possible chemical and 

physical properties from first principles. Exact solutions 

require utilizing exponentially scaling algorithms, which are 

not practical for large systems. Neural networks provide a new 

approach to approximating the solution while keeping a high 

level of accuracy. In this work, we explore a novel method of 

optimizing neural network wavefunctions by employing 

Evolution Strategies (ES) within a Variational Monte Carlo 

(VMC) framework. This allows us to more robustly find 

solutions while keeping a small number of parameters, making 

it an efficient alternative to traditional methods. 

Keywords — Neural Network Wavefunction, Variational 

Monte Carlo, Evolution Strategies, Machine Learning, Ab Initio 

solutions 

I. INTRODUCTION 

The explosion of research in Machine Learning has led to 
interesting new ways to utilize neural networks. Their ability 
as general function approximators has firmly placed them as 
an invaluable tool when it is difficult to directly describe a 
functional relationship. One of such promising new 
directions has emerged in the field of Numerical Quantum 
Chemistry, neural networks have shown themselves to be a 
great way to encode the properties of the system. The 
approaches can be broadly categorized into Supervised and 
Self-generative, in the former the neural network is fitted to 
replicate properties given from a database of precomputed 
chemical systems or crystals, such as potential-energy 
surfaces given the nuclei coordinates. The first of such neural 
networks was proposed by Behler et al. [1]. While it was 
significantly faster than Density Functional Theory (DFT) 
calculations, this had the natural drawback of the need to 
utilize other ab initio methods to generate the fitting data, 
and the generalizability as well as accuracy will in the end be 
limited by the size of the set of computed systems and the 
accuracy of the chosen base method. Our previous work 
focused on predicting such potential-energy surfaces for ZnO 
systems, the generation of the dataset for our model took 
days and any mistake in the generation increased the amount 
of time it takes to get a trained model [2]. In the case a 
mistake in the dataset was missed the final trained model 
might exhibit non-physical behaviour thus rendering the 
computed results not useful. On the other hand, self-
generative methods try to use neural networks as the 
backbone of ab initio calculations of system properties, and 
as such we can take advantage of the flexibility of their 
representations.  

Classically, to describe systems which can represent 
electron correlations to a high degree of accuracy, we can no 

longer rely on methods like Hartree-Fock or DFT, so 
methods like Coupled Cluster Single-Double (CCSD) with 
single or triple excitations, or full configuration interaction 
(FCI) can be used [3]. The issue in using such methods is 
their scaling with the system size, CCSD already requires 
O(N6) and FCI scales exponentially O(N!) which limits their 
use to only very small quantum systems. It has been shown 
by Hermann et al., that neural networks can be used to 
represent the full wavefunction of the system instead, their 
flexibility to represent nonlinear features makes allows us to 
accurately describe the wavefunction without the need for 
such a large number of parameters [4]. As such neural 
networks promise to provide solutions at the cost of methods 
like HF, while keeping the accuracy of the more advanced 
methods. 

II. THE WAVEFUNCTION NEURAL NETWORK 

We are mainly interested in describing wavefunctions 
representing many-body electron systems representing 
chemical bonds, this puts some constraints on the functional 
form of the wavefunction. To achieve as high accuracy as 
possible our architecture must conform to these 
requirements. To satisfy the Fermi-Dirac statistics we need 
the wavefunction ansatz to be antisymmetric under the 
exchange of two electron coordinates i.e., 

ψθ(…, x, …, y, …) = - ψθ(…, y, …, x, …)  (1) 

Pfau et al. [4] have shown that one can use a Slater-
Jastrow like wavefunction ansatz where the one-electron 
wavefunctions are functions of the electron coordinates and 
are symmetric under the permutation of all electrons except 
the given one which are represented using feed-forward 
neural networks, with the symmetric part being a sum over 
contributions of different electrons [5]. They have named this 
architecture FermiNet. Allowing the one-electron 
wavefunctions to have this additional degree of freedom 
keeps the anti-symmetry of the Slater determinant while 
making the approximation capable of much more flexible 
wavefunction representations. 

ψθ(x) = exp(Jθ(x))ΣN
k=1det(ϕθ,k

down(x)) det(ϕθ,k
up(x))     (2) 

Where exp(Jθ(x)) is the Jastrow factor, θ is the set of all 
neural network parameters, ϕθ,k

down is the set of spin up 
electron orbitals and ϕθ,k

up is the set of spin up electron 
orbitals, both of which are described by the a neural network 
which is symmetric under exchange of other electron 
coordinates. The core part of the neural network is a feed-
forward part consisting of n layers [6]. Such a network can 
be written down like this: 

NN(x) = σ(Bn + Wnσ(… σ(B1 + W1x) …)) (3) 
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 Where x is the vector of our input features, Bn and Wn are 
the bias vector and weight matrix respectively, and σ is the 
activation function, in our case the sigmoid function. To 
properly describe the wavefunction cusp, so that our ansatz 
satisfies the Kato cusp condition we need to add the distance 
to the nuclei as an input feature [7]. We shall use a 
concatenated vector of electron positions and distances 
relative to each nucleus. 

xi = {ri – Rj, |ri – Rj|}        (4) 

To build a function that is symmetric under electron 
exchange we can do a sum over all single-electron feature 
vectors and add contribution of the i-th electron separately.  

ϕθ,i (x)  = NN1(NN2(xi) +NN3(ΣN
k=1NN4(xk)) (5) 

The sum over all k-th electrons makes this symmetric 
under their exchange. NNi are all separate neural networks 
with different specifiable input and output vector 
dimensions, but the input dimensions of the second and 
fourth neural networks are 4Nnuclei while the output 
dimension of the first neural network is equal to the number 
of electrons times the number of determinants Ndetn, since we 
need n orbitals per electron per determinant. The output 
dimension of the second and third networks must coincide. 

III. FINDING THE GROUND STATE OF A SYSTEM 

To find the ground state wavefunction we need to find 
the lowest energy eigenvalue and eigenfunction of the 
Schrodinger equation, which can be written like this for the 
many-body electron case around a set of static nuclei under 
the Born-Oppenheimer approximation in Hartree units:  

         (6) 

(7) 

Where ψ(x1, …, xn) is the electron wavefunction for n 
electrons, xi = {ri, σi}, where ri is the electron position and σi 
is the electron spin. ∇2

i is the Laplacian with respect to ri, N 
is the number of nuclei, also RI and ZI are the nuclei positions 
and charges. 

To find the set lowest energy solution of this equation we 
need to optimize the neural network parameters with the 
energy as the loss function. Since our wavefunction ansatz is 
not normalized to compute the energy we can use the 
Rayleigh quotient. Optimizing in such a way can be done by 
Variational Monte Carlo [8]. 

          (8) 

Because the wavefunction we are dealing with is high-
dimensional, with 3N dimensions in total, the only practical 
approach of evaluation is by utilizing Monte Carlo methods. 
Even so naive sampling of the wavefunction would have 
been exceedingly ineffective, so we need to sample the 
integrals in regions with higher electron probabilities. To do 
so we can utilize the Metropolis-Hastings algorithm [9]. This 
algorithm is a variant of a Markov Chain Monte Carlo 
algorithm, where the chain of samples is correlated with each 
other. To avoid the correlation to have an impact on the 
integral estimate we must keep the sample chains well-

mixed, such that each Markov Chain step has a sufficiently 
high chance of accepting this sample.  

Rewriting the energy equation into integral form can 
substitute the equation for importance sampling 
proportionally to the electron probability ψ2(x) we get a 
division by it both in the numerator and denominator. As 
such we can remove the probability integral all-together and 
only keep ψ(x)Hψ(x)/ψ2(x) 

  (9) 

where the function EL(x) is known as local energy and is 
equal to ψ(x)Hψ(x)/ψ2(x) = ψ-1(x)Hψ(x). Since the local 
energy requires a division by ψ(x) it is beneficial to rewrite 
the energy estimate in terms of the logarithm of the 
wavefunction, this removes the division and improves the 
numerical stability significantly. Plugging in the exponent of 
the logarithm of the wavefunction into the equation (6) and 
dividing by the wavefunction we get 

(10) 

IV. EVOLUTION STRATEGIES ALGORITHM  

Finding the set of parameters that minimizes the energy 
for a given system is a difficult problem. One of the main 
issues encountered when finding the gradient of the energy 
with respect to the parameters is the requirement of a large 
set of required samples of the wavefunction to compute it. 
Since this is a finite stochastic estimation of the energy its 
gradient does not actually represent the true gradient that 
minimizes the energy. As such utilizing stochastic gradient 
descent (SGD) methods is difficult. One way to avoid such a 
problem is to compute the energy estimate for a large set of 
different parametrizations of the wavefunction and find the 
optimal direction for optimization in such a way. One of the 
simplest methods of this type is the Evolution Strategies 
algorithm [10]. One of its benefits is its simplicity as well as 
not requiring computing the neural network gradient 
analytically, which improves the overall performance. 

Evolution strategies is an iterative algorithm that given an 
initial parameter set guess θi samples a cost function around 
the guess θi,j = θi + Δθj, where Δθj was sampled from a given 
random distribution. Then we take the average of the best 
samples and take that as the new best parameter set. This has 
the nice property of being resistant to strong fluctuations in 
the cost function. 

While we can use the estimate of the energy as the cost 
function due to the lack of samples this leads to a rather poor 
estimate for the quality of the solution, to remedy this we can 
use a hybrid cost function which also includes the variation 
of the energy to avoid scenarios where the neural network 
produces sharp regions of high energy which are impossible 
to sample properly. 

, (11) 
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Fig. 1. The volumetric electron density of LiH after optimization. 

 

Fig. 2. The volumetric electron density of CH4 after optimization. 

where α and β are configurable parameters. These parameters 
should be chosen such that β is as small as possible while 
keeping the optimization stability. Since otherwise the 
network might converge to a mix of excited states because 
any solution to the Schrodinger equation has zero energy 
variation, not just the ground state one. 

V. RESULTS AND IMPLEMENTATION DETAILS 

Computing large determinants required using a different 
representation of numbers to properly represent the non-
normalized wavefunction values ranging from 10-30 to 1030. 
To do so we stored the logarithm and the sign of the number 
instead of representing the values as floating points. Such a 
change greatly enhances the numerical stability of computing 
the wavefunction and allows us to directly use the more 
accurate expression for the local energy (10). To compute the 
spatial derivatives, we have used a second order finite 
difference stencil, which required 6N+1 total evaluations of 
the wavefunction per local energy sample. We have also 
used α = 0.5 and β = 1.0 as the parameters of the loss 
function.  

A neural network with two hidden layers and eight 
neurons was used. Three determinants were used for all tests 
throughout. The number of parameters depends on the 
electron count but was around a thousand. The neural 
networks, the optimization algorithm and the Variational 
Monte Carlo setup have been written in HLSL for the 
DirectX API so that we can utilize the significant parallel 
computational capability of GPUs.  

Firstly, we tested the accuracy of predicting the ground 
state energy of a select few first-row atoms, specifically 
Lithium, Carbon, Nitrogen and Neon in Table I. We compare 
the accuracy of the prediction to the exact value [5] as well 
as well-established methods like Hartree-Fock and Density 
Functional Theory. Even for such a small neural network this 
approach can find the energy more accurately than the other 
methods.  

TABLE I.  COMPUTED ENERGIES OF FIRST ROW ATOMS 

Element 
Exact, 

Ha 

HF(CBS), 

Ha 

DFT(LDA),  
Ha 

Ours, 

Ha 

Li -7.47 -7.43 -7.33 -7.45 

C -37.84 -37.69 -37.46 -37.72 

N -54.58 -54.40 -54.12 -54.47 

Ne -128.94 -128.55 -128.23 -128.56 

 

Comparing these results to Pfau et al. [5] we find out that 
our method achieves the specified level of accuracy 
significantly faster than FermiNet, by an order of magnitude. 
For instance, using our method, the calculation for Li 

requires approximately 2,537.5 trillion floating-point 
operations, while FermiNet necessitates 78,000 trillion 
operations.  

We have also tested our predictions to experimental 
values for the first ionization energy for each of these atoms, 
the numerical values are in Table II. For the given setup we 
can get around 5% error for simple atoms, but we can clearly 
see that with an increasing number of electrons the accuracy 
of the prediction is reduced. This suggests that the size of the 
neural network must be increased with the size of the system 
to keep the accuracy constant. 

TABLE II.  FIRST IONIZATION ENERGY OF FIRST ROW ATOMS 

Element 
Ours, 

eV 

Experiment, 

 eV 

Error, 

 % 

Li 5.14 5.40 4.76 

C 10.91 11.26 3.09 

N 14.46 14.53 0.50 

Ne 18.44 21.56 14.45 

For our last test we found the ground state of simple 
molecules such as lithium hydride (Fig. 1) and methane (Fig. 
2). For LiH our method can very quickly converge to 
accuracies higher than HF, beating other VMC 
implementations in speed. In Fig. 3 we can see optimization 
process for LiH. The energy being the current Monte Carlo 
energy estimate, average energy is the exponential rolling 
average, with the true energy value provided by [5]. After 2 
minutes the algorithm reached -8.033 Hartree, which is a 
0.4% error compared to the exact value of -8.071. On 
methane we have reached a similar accuracy, -40.292 
Hartree vs the exact value of -40.514 Hartree which is 
around 0.5% error, and the optimization process is shown on 
Fig. 4.  

The Metropolis-Hastings algorithm allows us to visualize 
the electron probability distribution directly by building a 
histogram of the electrons, i.e., walker positions. We have 
plotted a high-resolution 3D volumetric histogram for our 
computed molecules, where the darker colors show higher 
electron probability for LiH and CH4 shown on Fig. 1 and 
Fig. 2, the nuclei are shown as spheres. From these plots we 
can see that the electron probability is mainly concentrated 
around the nuclei with higher charge, where the core 
electrons reside.  

We’ve also visualized the radial electron distribution 
histogram for a sole carbon atom, with the mean electron 
distance to the nuclei being 1.139 Bohr. The radius of the 
second peak is around 1.25 Bohr as can be seen in Fig. 5, 
which is consistent with the covalent radius of the atom of 
1.341 Bohr. 
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Fig. 3. Graph of system energy as a function of optimization time for LiH. 

 

Fig. 4. Graph of system energy as a function of optimization time for 
methane molecule CH4. 

CONCLUSIONS 

We have demonstrated that ground state wave functions 
can be efficiently identified using compact neural networks, 
with the assistance of evolution strategies (ES).  

One of the standout features of ES is its notable resilience 
against being trapped in local minima. This characteristic, 
coupled with its stability, makes it advantageous when 
compared with more conventional gradient-based 
approaches. The employment of gradient-less techniques like 
ES comes with a distinct property of eliminating the need for 
computing the loss gradient in relation to parameters 
analytically, which in turn can increase the overall 
algorithmic performance. 

Looking ahead, we recognize certain challenges related 
to the difficulty of scaling the size of the neural network 
while keeping its accuracy and speed. To address this, we 
plan to use a more refined variant of ES – the Limited 
Memory Matrix Adaptation Evolution Strategies [11]. This 
second-order optimization algorithm is well suited for 
Variational Monte Carlo (VMC) applications and presents a 
memory-efficient model, demanding only O(NlogN) 
memory. 

Building on this foundational work, we remain optimistic 
about the potential improvements we can make that may 
allow achieving near chemical accuracy under an ES 
algorithm. This can be realized by refining both the neural 
network architecture and the optimization methodology, all 
the while upholding the method's performance efficiency. 
This method can be extended to study the properties of solid 
bodies, by moving into second quantization [12].  

The generalizability of neural networks means that we 
can describe any kind of physical property of any system if 
we increase the neural network size sufficiently. This allows 
for studying the characteristics of new materials which were 
too large to be tackled by classic CCSD(t) or FCI methods, 
providing a new tool to efficiently find novel materials. 

Fig. 5. Histogram of electron probabilities around a Carbon nucleus after 
optimization. 

Such precision is essential not just for understanding how 
molecules change and interact, but also for exploring the 
electronic behaviors of materials, like superconductors. 
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Abstract — For a multilayer neural network (MLNN) with 

three hidden layers, the influence of the input array size on the 

learning process was studied when recognizing printed digits. 

A study was conducted both with and without the use of 

optimization training methods such as AMSGrad, and 

AdaDelta. The learning error of this neural network was 

analyzed using the Fourier spectra of the error function and 

constructing branching diagrams when analyzing the logistic 

function that describes the doubling of existing local minima. 

The Fourier spectra were found to indicate a more significant 

number of harmonics in the training process for arrays with 

smaller dimensions. Increasing the input array size for 

representing the digits (3x5, 4x7, 28x28 pixels) leads to more 

homogeneous learning process. 

It is demonstrated that the existence of error function 

harmonics throughout the range of learning parameter 

variations, given a fixed learning rate, is associated with the 

heterogeneity of the input array. In other words, the 

heterogeneity of the input array provokes the emergence of 

local minima and, consequently, the more complex behavior of 

the error function for the learning parameters. Therefore, the 

heterogeneity of the input array, under the condition of a fixed 

learning rate, acts as a catalyst for the neural network 

retraining process. 

Keywords — Multilayer neural network; AMSGrad and 

AdaDelta optimization methods; Python.  

I. INTRODUCTION  

The selection of data set for MLNN training is one of the 
crucial stages. The training data set should satisfy several 
criteria, namely: 

• The data should accurately represent real-world 
situations in the subject area. 

• Contradictory data in the training sample can lead to 
poor training quality of the network. 

• Typically, the number of records in the sample 
should exceed the number of connections between 
the neurons in the network by several orders of 
magnitude. 

Another requirement is the sufficient representativeness 
of the training data set: the better the network generalizes 
the training, the denser and more uniformly distributed the 
training data should be in the input space. The network can 
perform proper generalization by interpolating the input data 
if the test data is always provided between closely located 
training patterns. 

When considering neural networks, the role of input data 
selection in the training process has been emphasized [1, 2], 
specifically its influence on the training error. For instance, 
in [3], it was noted that increasing the size of the sample, 
both in terms of the array of the digit itself and the sample 
of digits, led to improved training and digit recognition 
accuracy. It was mentioned that although the size of the 
input data array increases, it allows for a reduction in the 
number of iterations. As a result, the recognition process for 
all digits occurs with minimal error. 

Nevertheless, the question of the impact of the input 
array's homogeneity on a neural network's training process 
arises. Specifically, this article examines the influence of the 
dimensionality of the input array representing the digit, i.e., 
representing the digit as a two-dimensional array with 
varying numbers of pixels. Now let us consider the effect of 
a 3x5, 4x7, and 28x28 pixel array of digits on the learning 
process of a multilayer neural network both with and 
without the AMSGrad and Adadelta optimization methods. 

II. METHODOLOGY 

In the Python programming environment, a program was 
written to describe a multilayer neural network with hidden 
layers for recognizing printed digits. The array for each digit 
consisted of a set of "0" and "1" in 3x5, 4x7, and 28x28 
sizes. For example, in the considered array of 4x7 pixels, 
each digit (for example, the digit "5") contained four 
variants of possible digit distortions (Num52; Num53; 
Num54; Num55). In other words, the digit "5" was 
represented by the following array: 
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Num51=[1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num52=[1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num53=[0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num54=[1,1,1,1,1,0,0,0,0,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num55=[1,1,1,1,1,0,0,0,1,0,0,0,1,0,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 

The neural network under consideration contained 3 
hidden layers with 28 neurons in each layer. The selection 
of the number of hidden layers and neurons in each of them 
was determined by the slightest learning error for digit 
recognition. According to [4], this three-layer neural 
network had 15, 28, and 784 neurons in each layer, 
respectively, for input arrays of 3x5, 4x7, and 28x28 pixels. 

The following logistic function was used to analyze the 
error function:  

хn+1 = а – xn – xn
2, 

where n is the number of iterations, and a is a parameter. In 
the case of the AdaDelta optimization training method, a 
represents the hyperparameter rho (а = rho), typically set to 
0.9. It determines the contribution of the squared gradient of 
the objective function. In the case of the AMSGrad 
optimization training method or when no optimization 
training methods are used, a represents the stationary 
learning rate alpha (а = alpha).  

The choice of this logistic mapping is motivated by its 
description of the process of doubling the frequency of 
oscillations [5]. In our case, this process is caused by the 
emergence of local minima when approaching the global 
minimum. 

III. NO OPTIMIZATION METHODS  

The influence of data retrieval on the learning process of 
MLNN at no optimization learning methods. It is known [3] 
that one of the parameters that significantly influences the 
training error of a neural network in the absence of 
optimization methods is the selection of input data samples. 
Specifically, in our case, it is the number of pixels allocated 
for representing a single digit. Fig. 1 shows the Fourier 
spectra and branching diagram for two arrays representing 
of printed digits. The first one is a 3x5 pixel array (Fig. 1a), 
and the second one is a 4x7 pixel array (Fig. 1b). Comparing 
the Fourier spectra of these two arrays, it should be noted 
that for the representation of a digit in the 3x5 format, the 
Fourier spectrum exhibits a greater number of existing 
harmonic functions of the error. It indicates a heterogeneous 
neural network learning process, as indicated by the 
branching diagrams. The branching diagram for the 3x5 
digit representation format demonstrates a more significant 
number of local minimum duplications. According to the 
branching diagram shown in Fig. 1a, even at the initial stage 
of neural network training, the learning error function for 
each neuron is a complex functional dependency. Increasing 
the number of pixels in the digit representation leads to a 
reduction in this heterogeneous behavior of the error 
function (branching diagram in Fig. 1b). That is also 
demonstrated by the Fourier spectra in Fig. 1b. With a 
learning rate alpha>0.5, the process of local minimum 
appearance becomes noticeable. 

Further increasing the learning rate, the logistic error 
function begins to describe a process of doubling the 
number of local minima in the error function. In the end, 
this leads to the emergence of chaotic behavior in the error 
function and, consequently, in the neural network. 

Regardless of the pixel array used for digit representation, 
chaotic behavior practically occurs at the same learning rate 
values (alpha > 0.7). As it is known, the appearance of local 
minima in the error function for the number of iterations or 
the learning rate is caused by the retraining of individual 
neurons. Increasing the number of neurons involved in the 
retraining process leads the neural network to transition into 
a chaotic mode (repeated passing of the global minimum). 
The absence of the neural network learning process 
characterizes this mode. 

 

 

 

 

a)  

 

b)  

Fig. 1. Fourier spectra vs learning rate and branching diagram for the 
digit "0" when the digit is set to an array of a) 3x5 and b) 4x7 pixels at 
100 iterations 

IV. AMSGRAD 

The influence of data retrieval on the learning process of 
a multilayer neural network when applying the amsgrad 
optimization learning method. 

Now let us consider the influence of the dataset when 
applying one of the training optimization methods. The 
AMSGrad method was chosen as the optimization method, 
effectively preventing the retraining of the neural network 
[6]. For comparison, Fig. 2 shows the branching and Fourier 
spectra diagrams for two arrays of 3x5 pixels (Fig. 2a) and 
4x7 pixels (Figure 2b). 

The branching diagrams indicate the presence of a 
greater number of existing harmonics for the 3x5 pixel 
array. These periodicities exist throughout the learning rate 
range, suggesting a correlation with the heterogeneity of the 
input array. According to the branching diagram, these 
periodicities associated with the heterogeneity of the input 
array contribute to the emergence of local minima and, 
therefore, the more complex behavior of the error function 
for the learning parameters. Hence, heterogeneities in the 
input array act as catalysts for the retraining process of the 
neural network. 

Comparing the Fourier spectra diagrams of the given 
arrays, it should be noted that for the 3x5 pixel array, the 
Fourier spectra contain more harmonics. They are 
characterized by oscillations that exist even before the 
system enters a chaotic state. As for the doubling process of 
the existing oscillations' frequency, it follows a more 
complicated scenario with the emergence of additional ones. 
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 digit =0 digit =1 digit =2 

Fig. 2 a. Fourier spectra versus learning rate and branching diagram for the 
digits "0", "1", and "2" when the digit is set to an array of 3x5 pixels at 100 
iterations. Used AMSGard method 

 

 

 

digit =0 digit =1 digit =2 

Fig. 2 b. Fourier spectra versus learning rate and branching diagram for the 
digits "0", "1", and "2" when the digit is set to an array of 4x7 pixels at 100 
iterations. Used AMSGard method 

 

V. ADADELTA 

The influence of data retrieval on the learning process of 
a multilayer neural network when applying the adadelta 
optimization learning method. 

Adadelta is a further extension of RMSProp, developed 
to improve the algorithm's convergence and eliminate the 
need to specify the initial learning rate [7] manually. The 
idea is to improve on two major drawbacks of the AdaGrad 
method: 

1) Continuous decrease of the learning rate during 
training. 

2) The need to manually choose a global learning rate. 

Figure 3a shows the Fourier spectra of the error function 
for the digit "0" after the last hidden layer in a three-layer 
neural network. The Fourier spectra were calculated for 28 
neurons. Since the digit array was 4x7 pixels, the learning 
rate is automatically selected according to the Adadelta 
algorithm for each neuron in the array. Therefore, the Fourier 
spectra at 100 iterations exhibit oscillations of varying 
amplitudes. Also, it indicates the involvement of all neurons 
in the learning process. The obtained spectra represent a 
"differentiable" function, indicating the absence of "higher" 
harmonics. 

These Fourier spectra were obtained with a 
hyperparameter value of rho=0.9. This value is determined 
by the optimization algorithm of this method by default [7]. 
The branching diagram shown in Figure 3b indicates that the 
training of neurons is not homogeneous. Specifically, the 
diagram reveals neurons for which the learning error 
function depends on the number of iterations, although their 
percentage is small. Increasing the number of iterations (up 
to 1000) leads to the appearance of higher harmonics in the 
Fourier spectrum of the learning error function for each 
neuron. 

Additionally, an increase in the power of the main 
harmonics associated with each neuron can be observed. The 
resulting branching diagram is characterized by the 
emergence of a chaotic state with the appearance of attractors 
corresponding to the fundamental periodicities of the system. 
It is also worth noting that about one-third of the neurons 
exhibit a monotonically slowly changing behavior of the 
error function for the number of iterations.  

 

   

 
a) iterations =100 

 
b) iterations =1000 

 
c) iterations =10000 

Fig. 3. Fourier spectra and branching diagrams for a three-layer neural 
network with 28 neurons in each layer, an input array of 4x7 pixels, and 
rho=0.9 for the digit "0" using the AdaDelta optimized learning method 

 

Further increasing the number of iterations (up to 10000) 
causes the disappearance of higher harmonics and increases 
the power of the main ones (Figure 3a). In this case, the 
bifurcation diagram is characterized by the disappearance of 
chaotic behavior and the emergence of a monotonic, nearly 
constant behavior of the error function on each neuron. In 
other words, the Adadelta optimization learning method 
achieves an optimal learning rate selection for each neuron, 
which starts working correctly after 2000 iterations. 

If we analyze the learning process with an input array of 
3x5 pixels compared to an array of 4x7 pixels, we should 
note a monotonic, not chaotic neural network training 
process. At 100 iterations, the error function on each neuron 
changes linearly and monotonically. Increasing the number 
of iterations to 1000 provokes a non-linear behavior of the 
error function on one-fourth of the neurons. Further 
increasing of iterations up to 10000 causes a return to linear 
and monotonic behavior of the error function on each 
neuron. Therefore, when reducing the size of the input array, 
the learning process, with the application of the Adadelta 
optimization learning method that provides automatic 
learning rate adjustment, proceeds without the occurrence of 
chaotic behavior, although it is accompanied by retraining of 
several neurons (Fig. 4 at 1000 iterations). 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

50 

 
  

 
a) iterations =100 

 
b) iterations =1000 

 
c) iterations =10000 

Fig. 4. Fourier spectra and branching diagrams for a three-layer neural 
network with 15 neurons in each layer, an input array of 3x5 pixels, and 
rho=0.9 for the digit "0" using the AdaDelta optimized learning method 

 

VI. 28X28 PIXELS SET 

The process of MLNN training using AMSGrad 
optimization learning methods when sampling an input array 
of 28x28 pixels from a set of handwritten digits. 

In Fig. 5, branching diagrams are shown for the 
handwritten digit "0", which was defined by a 28x28 pixel 
array in 600 (Fig. 5a) and 300 variations (Fig. 5b). The 
obtained branching diagram is similar to the one obtained 
when using a 3x5 and 4x7 pixel array to represent the digit. 
The difference in the case of a 28x28 sample is observed in 
the learning rate value at which the process of doubling the 
number of existing minima starts to occur. For the 28x28 
pixel sample, this value is approximately 0.55, while for the 
3x5 and 4x7 pixel samples, it is approximately 0.5. 

 

 

а) 600 variations 

 

b) 300 variations 

Fig. 5. Branching diagram for the digit "0", for different variations of the 
digits "0": a) 600 variations and b) 300 variations, at 10 iterations using the 
AMSGrad optimization learning method. 

 
It should be noted that the obtained learning rate values at 

which the process of doubling the number of local minima 
(the emergence of a retraining process) occurs are 
independent of the number of representations of the given 
digit. In our opinion, the increase in the learning rate value at 
which the retraining process becomes noticeable is 
associated with the fact that increasing the retrieval size leads 
to greater homogeneity of the input array compared to ones 
with smaller sizes.  

СONCLUSIONS  

In this paper, the authors have studied the influence of the 
input array size on the learning process for a multilayer 

neural network, both with and without applying AMSGrad 
and Adadelta optimization methods. The Fourier spectra of 
the error function and branching diagrams of the logistic 
error function in the coordinates number of iterations and 
alpha (with the AdaDelta optimization learning method, the 
number of iterations, and with the AMSGrad optimization 
learning method and in the absence of optimization learning 
methods, alpha) show that the learning process is sensitive to 
the size of the input array. Increasing the array of the digit 
itself leads to a homogeneous learning process. It has been 
found that Fourier spectra indicate the presence of a greater 
number of harmonics during the training process for arrays 
with smaller dimensions. 

It is shown that the existence of error function harmonics 
throughout the range of parameter variations in the training 
process, assuming a fixed learning rate, is associated with the 
heterogeneity of the input array. In other words, the 
heterogeneity of the input array provokes the process of local 
minima and hence a more complex behavior of the error 
function as a function of the learning parameters. Thus, the 
heterogeneity of the input array, under the condition of a 
fixed learning rate, acts as a catalyst for overfitting in the 
neural network. The opposite principle is observed when 
using automatic learning rate adjustment (e.g., with the 
AdaDelta optimized training method). Specifically, reducing 
the input array size leads to a homogeneous neuronal training 
process. However, this process is accompanied by an 
increase in the number of iterations to establish a monotonic 
and homogeneous learning process with increasing 
heterogeneity of the input array (for example, learning 
different digits). 
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Abstract — The influence of sampling parameters on the 

learning process for a multi-layer neural network (MLNN) 

when recognizing printed numbers was studied. MLNN had 

three hidden layers of 28 neurons in each. Adam, AdamMax, 

and AMSGrad optimization learning methods were used. 

Testing the learning error of this neural network was carried 

out by constructing maps of the dynamic modes of the error 

function in alpha – beta2 coordinates. Alpha is the stationary 

value of the learning step, beta2 is the optimization parameter 

of the error function, which determines the contribution of the 

square of the gradient of the error function. It was established 

that the maps of dynamic regimes testify to the existence of a 

greater number of observed periodicities for input arrays with 

smaller dimensions. An increase in the set of the number itself 

and the variants of their distortions leads to a decrease in the 

learning error. The heterogeneity of the input array 

contributes to the process of the appearance of local minima, 

and therefore to more complex behavior of the error function 

from the learning parameters. The obtained results prove that 

the heterogeneity of the input array is a catalyst for the 

retraining process of the neural network. 

Keywords — Multilayer neural network; Adam, AdamMax, і 

AMSGrad optimization methods; Python. 

I. INTRODUCTION 

When considering neural networks, the influence of the 
sampling of input data on the learning process is often 
emphasized [1, 2], namely the influence on the accuracy of 
learning. For printed numbers, it was noted in the work [3] 
that increasing the size of the sample that specifies the 
number and the sample that includes the distortion of this 
number led to an increase in the accuracy of learning and 
speeding up the process of recognizing numbers. In 
particular, it was noted in [3] that although the array of input 
data is growing, it allows to reduce the number of iterations. 
At the same time, the process of recognizing all digits takes 
place with minimal error. 

II. METHODOLOGY 

A program was written in the Python programming 
environment that describes a MLNN with hidden layers for 
recognizing printed digits. The array of each number 
consisted of a set of "0" and "1" of size 3x5 or 4x7. For 

example, in the 4x7 pixel array we considered, each number 
(for example, the number "5", Num51) still contained four 
variants of possible distortions of the number (Num52; 
Num53; Num54; Num55), and three variants that did not 
correspond to any number (Numt1; Numt2 ; Numt3). That is, 
the number "5" was specified by the following array: 

Num51=[1,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
1 1 1 1 
1    
1    
1 1 1 1 
   1 
   1 

1 1 1 1 
Num52=[1,1,1,0,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num53=[0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num54=[1,1,1,1,1,0,0,0,0,0,0,0,1,1,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Num55=[1,1,1,1,1,0,0,0,1,0,0,0,1,0,1,1,0,0,0,1,0,0,0,1,1,1,1,1] 
Numt1=[0,0,0,0,1,1,1,1,1,1,1,1,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] 
Numt2=[1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,1] 
Numt3=[0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0,0] 

The considered MLNN contained 3 hidden layers with 28 
neurons in each layer. The choice of the number of hidden 
layers and neurons in each of them was determined by the 
smallest learning error for number recognition. According to 
[3], this is a three-layer neural network with 28 neurons in 
each layer. Maps of dynamic regimes provide a fairly 
complete and visual representation of the behavior of a 
dynamic system. A map of dynamic modes is a diagram on a 
plane where two parameters are plotted along the coordinate 
axes and the boundaries of the regions of different dynamic 
modes are shown. Constructed maps of dynamic regimes are 
correlated with other ways of presenting this information, 
such as a map of Lyapunov or Arnold indicators. Both of 
these methods most often duplicate the information obtained 
with the help of maps of dynamic regimes. 

Two-dimensional mappings, as well as one-dimensional 
ones, are given by recurrence relations of the form:  

xn+1=f(xn, yn); 

yn+1=g(xn, yn). 

In two-dimensional mappings, you have to deal with 
points on the plane, that is, with several numbers that will 
specify the coordinates of the points. Two-dimensional 
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mappings come into consideration in various ways. Some are 
the result of the generalization of one-dimensional 
representations, others model some phenomenon 
characterized by discrete time. Often, two-dimensional 
mappings arise as difference schemes during the numerical 
solution of systems of differential equations. In our case, the 
role of the function f(xn, yn) is the error – the difference 
between the expected value and the real value. The two-
dimensional mapping constructed in this way depends on the 
values of the parameters a = alpha and b = beta2 (where 
alpha is the stationary value of the learning step, beta2 is the 
error function optimization parameter, and determines the 
contribution of the square of the gradient of the error 
function). The choice of these alpha and beta2 parameters as 
parameters a and b is due to the sensitivity of the learning 
process to these parameters. As in the case of one-
dimensional mappings, two-dimensional mappings allow the 
use of bifurcation diagrams. However, since the number of 
parameters, as a rule, is greater than one, instead of 
bifurcation diagrams, maps of dynamic modes look better. 

III. 3Х5 DATA SET 

Let consider the maps of dynamic modes at small values 
of the number of iterations (5 and 10) for optimization 
methods of neural network training, such as Adam, AdaMax, 
AMSGrad. The choice of these optimization methods is due 
to the fact that they are in demand and give good results. We 
will start the consideration of the maps of dynamic modes 
with a small number of iterations in order to trace the full 
picture of the dynamics of neural network learning. 

Fig. 1 and Fig. 2 show maps of dynamic modes for 
printed numbers at 5 and 10 iterations, respectively. 
According to Fig. 1, all figures are characterized by their 
own map of dynamic modes. Maps of dynamic modes 
corresponding to the numbers "0" are characterized by a 
larger palette of colors; "2"; "3"; "5"; "6"; "9". The genesis of 
all observed periodicities begins to be traced around 
alpha = 0.002 and beta2 = 0.999. With an increase in the 
alpha learning rate and a decrease in the beta2 optimization 
parameter, there is some expansion of the interval of 
existence of the observed periodicities and their divergence. 
Highlighting the existing periodicity that occupies most of 
the area on the map of dynamic modes is problematic, since 
the observed periodicities are approximately the same size. 

Using a color palette, we can easily determine the type 
and period of the regime that exists in the system in a certain 
range of parameter changes. The colors determine the period 
of the corresponding periodic movement: red (red)-1; orange 
(orange)-2; yellow (yellow)-3; green (green)-4; blue (cyan)-
5; blue (blue) -6; violet (violet)-7; black (black) – all others.  

Analyzing the observed maps of dynamic modes, for 
different numbers, it can be stated that, given an array of 
numbers in the size of 3x5 pixels, the map of dynamic modes 
is characterized by a wide range of periodic movements. 
Increasing the number of iterations to 10 slightly modifies 
the map of dynamic modes. In particular, there is an increase 
in the interval of existence of periodic oscillations with a 
lower periodicity (Fig. 2). 

This is quite evident for the numbers "0"; "2"; "4"; "6"; 
"8". When the beta2 parameter increases with constant step 
learning, for all digits, the interval of existence of 
periodicities and their number is decreases. As the dynamic 
mode maps show, the detected periodicities are sensitive to 

the number of iterations. At the same time, an increase in the 
share of periodicities with the smallest period can be 
observed as the number of iterations increases (Fig. 2). 

digit 0 digit 1 

digit 2 digit 3 

digit 4 digit 5 

digit 6 digit 7 

digit 8 
 

digit 9 

Fig. 1. Maps of the dynamic learning modes of a three-layer neural network 
for printed digits are given by an array of 3x5 pixels, subject to the use of the 
AdaMax optimization method, the number of iterations is 5, the optimization 
parameter beta2=0.9 

Therefore, the periodicities that describe the behavior of 
the error function converge when the optimization parameter 
beta2 increases. Similar results were obtained for the 
optimization methods of learning Adam and AMSGrad. 

Therefore, the obtained maps of dynamic modes when 
applying optimization methods of learning Adam, AdaMax, 
AMSGrad are practically the same. That is, with this sample 
of numbers representation (3x5), the learning process takes 
place according to the same scenario, and changing the 
optimization method of learning practically does not affect 
the existing periodicities. Insignificant differences in the 
behavior of the existing periodicities can be traced only 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

53 

around beta2 ≈ 0.999, at the values of the learning speed, 
which corresponds to a satisfactory learning process. 

digit 0 digit 1 

digit 2 digit 3 

digit 4 digit 5 

digit 6 
digit 7 

digit 8 
 

digit 9 

Fig. 2. Maps of the dynamic learning modes of a three-layer neural 
network for printed digits are given by an array of 3x5 pixels, subject to 
the use of the AdaMax optimization method, the number of iterations is 
10, the optimization parameter beta2=0.9 

IV. 4Х7 DATA SET 

In Fig. 3 maps of dynamic modes are given for the digits 
"0" when using the optimization learning methods AdaMax 
(Fig. 3, a), Adam (Fig. 3, b) and AMSGrad (Fig. 3, c). The 
obtained maps of dynamic modes are almost similar for the 
considered figure. These maps of dynamic regimes are 
characterized by the entire palette of existing periodicities, 
and the periodicities with the smallest periods are dominant. 
The difference between the maps of dynamic modes for 
different numbers is manifested only in the peculiarities of 
the behavior of periodicities with higher periods. An increase 
in the beta2 parameter at a constant learning rate for all digits 
causes a decrease in the interval of existence of different 
periodicities and their number. The detected periodicities 

with the array of 4x7 pixels, as well as with the array of 3x5 
pixels, are sensitive to the number of iterations. At the same 
time, an increase in the share of periodicities with the 
smallest period can be observed as the number of iterations 
increases. Therefore, the periodicities that describe the 
behavior of the error function in the case of a 4x7 pixel 
number display array, as well as in the case of a 3x5 array, 
converge when the beta2 optimization parameter increases. 

Comparison of maps of dynamic modes with 3x5 and 
4x7 arrays, under the same training conditions (the range of 
the beta2 optimization parameter change, the training step) 
testify to a different palette of existing periodicities. Namely, 
for the numbers given by the 3x5 pixel array, a lager palette 
of existing periodicities is observed. The periodicities with 
the smallest period (red (red)-1; orange (orange)-2; yellow 
(yellow)-3; green (green)-4) become dominant on the maps 
of dynamic modes for the numbers specified by the 4x7 
array. An increase in the interval of existence of periodicities 
with the smallest period, as well as an increase in the number 
of such areas on the map of dynamic modes with an increase 
in the number representation array, testifies to an increase in 
the uniformity of the learning process. That is, an increase in 
the number presentation array leads to a monotonous and 
homogeneous process of learning neurons, reducing the 
retraining of neurons. Thus, it can be argued that the size of 
the number representation array has a significant impact on 
the learning process. Based on the obtained results, it can be 
assumed that the learning process is influenced by the 
heterogeneity of the input array. 

a) 3х5, AdaMax b) 3х5, Adam c) 3х5, AMSGard 

a) 4х7, AdaMax 
 

b) 4х7, Adam c) 4х7, AMSGard 

Fig. 3. Map of dynamic modes in the alpha and beta2 axes when applying 
the optimization learning method a) AdaMax, b) Adam, c) AMSGrad, 
provided the number of iterations is 10, the optimization parameter 
beta2=0.9 

V. HOMOGENOUS DATA SET 

Reducing the heterogeneity of the input array can be 
done by excluding from the array each digit, the digit that is 
the most distorted compared to the others. In the array we 
considered, each digit contained four variants of possible 
distortions of the digit (Num52; Num53; Num54; Num55), 
and three variants that did not correspond to any digit 
(Numt1; Numt2; Numt3). The assignment of such an array of 
numbers was justified, according to work [3], by a lower 
learning error for recognition of printed numbers by a three-
layer neural network. In our case, according to the conducted 
studies of the maps of dynamic modes, the appearance of 
periodicities with long periods in the case of a 3x5 pixel 
number display array is possibly connected with the 
existence of a variant in the sample that does not correspond 
to any of the numbers. Therefore, consider an array of 
sample numbers that does not include such an option. 
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Fig. 4 shows maps of dynamic modes at values of the 
learning step 0.0001 < alpha < 0.9. The obtained maps of 
dynamic modes for different optimization methods are 
identical and are defined by three colors. Red – a period 
equal to one, green – a period equal to 4, and black – a 
period greater than 7. The maps of dynamic modes shown in 
Fig. 4 do not depend on the considered optimization methods 
of training. The difference between the maps of the dynamic 
modes can be seen only when moving from one figure to 
another. The transition to a state that can be characterized as 
chaotic (black color) is carried out by doubling the number 
of periodicities. It is about such a transition to chaos, i.e. due 
to the doubling of the quantities of existing periodicities, that 
the branching diagrams indicate. 

a) digit =0, Adam a) digit =1, Adam a) digit =2, Adam 

b) digit =0, AdaMax b) digit =1, AdaMax b) digit =2, AdaMax 

c) digit =0, AMSGard 
 

c) digit =1, AMSGard c) digit =2, AMSGard 

Fig. 4. Maps of the dynamic learning modes of a three-layer neural network 
for printed digits given by an array of 4x7 pixels, for the optimization 
methods of learning a) Adam, b) AdaMax, c) AMSGrad, provided the 
number of iterations is 10, the optimization parameter beta2=0.9. 

The difference between the learning processes for 
different digits is due to the different intervals of existence of 
periodicities corresponding to periodicities with a longer 
period. This indicates that each number has its own learning 
"scenario". That is, the dynamic process of transition to a 
chaotic state is depends to the error function. It is determined 
by the regularity of doubling the number of existing 
periodicities. In our opinion, this difference is due to the fact 
that each digit is determined by its distribution of pixel 
values in the digit array. In confirmation of this, we will 
consider the maps of dynamic modes when a number is 
given by an array of 3x5 pixels (Fig. 5). 

a) Adam b) AdaMax c) AMSGrad 

Fig. 5. Maps of the dynamic learning modes of a three-layer neural network 
for the printed number "2" with an array of 3x5 pixels, for the optimization 
methods of learning a) Adam, b) AdaMax, c) AMSGrad, provided that the 
number of iterations is 10, the optimization parameter beta1=0.9 

The decrease in the number of pixels of the digit array 
caused a change in the spectrum of the existing periodicities. 
According to Fig. 5, when an array of numbers 3x5 pixels is 
specified, the process of transition to a chaotic state is carried 
out gradually by doubling the existing periodicities. That is, a 
period equal to one is traced – red color, orange – a period 
equal to 2; yellow – period equal to 3; purple – the period is 
equal to 7. Comparing the maps of dynamic modes for 
different arrays of 3x5 and 4x7 numbers, it can be stated that 
the transition to periodicity with a large period for an array of 
3x5 pixels is due to a gradual increase in the period value. 
That is, the color palette of dynamic mode maps for an array 
of 3x5 pixels is richer. This may indicate that the 
representation of a number by an array of 3x5 pixels is more 
heterogeneous compared to an array of 4x7 pixels. Such 
heterogeneity of the array affects the learning process of the 
neural network. 

СONCLUSIONS  

For a multilayer neural network using Adam, AdamMax, 
and AMSGrad optimization learning methods, the influence 
of input array sampling on the learning process was 
investigated. The conducted studies of maps of the dynamic 
modes of the error function from the parameters alpha and 
beta2 (where alpha is the stationary value of the learning 
step, beta2 is the optimization parameter of the error 
function, which determines the contribution of the square of 
the gradient of the error function) of learning, testify to the 
sensitivity of the learning process to the sampling of the 
input array. 

An increase in the set of the number itself and the 
variants of their distortions leads to a decrease in the learning 
error. It was established that the maps of dynamic regimes 
testify to the existence of a greater number of periodicities 
for arrays with smaller dimensions. It is shown that the 
existence of periodicities in the entire interval of changing 
learning parameters is related to the heterogeneity of the 
input array. The heterogeneity of the input array contributes 
to the process of the appearance of local minima, and 
therefore to more complex behavior of the error function 
from the learning parameters. That is, the heterogeneity of 
the input array is a catalyst for the retraining process of the 
neural network. 
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Abstract — This article considers the problem of increasing 

the efficiency of the use of time by a swarm of robots controlled 

by an adapted ant algorithm. It is shown that the main reason 

for the inefficient use of time by the adapted ant algorithm is the 

use of random walk by the ant algorithm to search for sources 

of resources and determine the most optimal route for foraging 

robots from the base to the identified source of the desired 

resource. To increase the efficiency of time use by a swarm of 

robots, we proposed a vector ant algorithm, which involves 

establishing the preferred direction of movement for robots 

busy searching for sources of resources. In the course of 

computer modeling, it was shown that the greatest advantages 

of the proposed vector ant algorithm are manifested when a 

swarm of robots performs such tasks as searching for the 

desired resource source and surveying the surrounding area. 

Keywords — swarm robotics, ant colony algorithm, nature-

inspired algorithm, pheromone memory, optimization. 

I. INTRODUCTION 

The possibility of practical application of any new 
technology is primarily determined by economic factors, 
namely the ability to achieve the desired result with the lowest 
costs. If a new technology achieves a goal at a lower cost than 
alternative technologies, this new technology will find 
widespread use. Otherwise, its application will be limited only 
to those cases when the advantages of this new technology are 
undeniable. 

Swarm robotics has already managed to prove its 
efficiency and prove the existence of significant advantages, 
which makes the application of this technology promising for 
solving certain problems. However, the economic efficiency 
of using a swarm of robots is determined not so much by the 
technical aspects of the design of individual robots as 
members of the swarm, but by the algorithms used to control 
the operation of the swarm. One such algorithm that was 
borrowed from collective insects is the adapted ant algorithm. 

Similar to other algorithms used to control a swarm of 
robots (particle swarm optimization [1-3], intelligent water 
drops [4, 5], gravitational search algorithm [6], and other 
algorithms [7-9]), the adapted ant algorithm allows a swarm 
of robots to reveal all its potential advantages while 
performing a wide range of tasks [10]: 

• High level of reliability; 

• The possibility of scaling; 

• Simplicity of individual members of the swarm, etc. 

However, in practice, in addition to the above-mentioned 
factors, the time factor plays an important role: the swarm of 
robots must not only be able to cope with the task, but also do 
it in the shortest possible time, which puts additional 
requirements on the algorithms for controlling the swarm of 
robots. 

The purpose of this article is to adapt the ant algorithm for 
the operation of a swarm of robots under conditions of limited 
time, which is given to complete the task. 

II. THE EFFICIENCY COEFFICIENT OF THE ALGORITHM 

Random walk, a key element of any practical 
implementation of the ant algorithm, allows to ensure the 
search of the most optimal route for foraging robots from the 
base to the identified source of the desired resource. However, 
this approach turns out to be much less effective in cases 
where the main task of a swarm of robots is to investigate the 
presence of certain resources of the entire given territory in the 
shortest possible time. In the latter case, the low efficiency of 
random walk is explained, first of all, by the fact that, as a 
result of random walk, the robots return many times to 
previously checked areas of the territory. The only 
consequence of such repeated checks is the loss of time and 
the slowing down of the entire swarm of robots. 

Moreover, due to the fact that every time, when starting a 
new raid, the robot has to leave the base and pass a small area 
surrounding the base, the distribution of the number of extra 
checks by areas is uneven. The largest number of redundant 
checks falls on those areas that are closer to the base. Areas 
located on the periphery of the territory are checked relatively 
few times. If the robot moves through the territory, which is 
divided into equal square sections, then the dependence of the 
number of repeated inspections of the sections on their 
distance from the base (for a swarm of 100 robots after 50,000 
steps) will be represented by the following graph in fig. 1. 

If we consider as effective only those steps of the robots 
during which only previously untested areas were explored, 
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then to evaluate the efficiency of the algorithm, we can 
introduce the efficiency coefficient of the algorithm, which is 
calculated as the ratio of the number of effective steps to the 
total number of steps taken by the robots of the swarm, which 
were controlled by the corresponding algorithm: 

 η
N

N

′
= , (1) 

where: η is the efficiency coefficient of the algorithm, N ′  is 
the number of effective steps, N is the total number of steps. 

 

Fig. 1. The dependence of the number of repeated inspections of the sections 
on their distance from the base. 

So, for the adapted ant algorithm (for a swarm of 100 
robots after 50,000 steps of the algorithm), the efficiency will 
be 2.2%. One of the possible ways to improve the efficiency 
of the adapted ant algorithm is to make changes to this 
algorithm according to which when the robot selects the next 
site, to check for the presence of a resource, priority will be 
given to those neighboring sites that are more distant from the 
base than the current site in which it is located robot. That is, 
the procedure for selecting the next site should be changed in 
the adapted ant algorithm. In the original adapted ant 
algorithm, it was assumed that the robot during the raid moves 
through the territory, which is virtually divided into square 
cells that can be covered by the robot's sensors. 
Communication between robots and their navigation takes 
place with the help of virtual pheromone labels, which are 
applied to the reference and individual maps of pheromone 
tracks, which are stored, respectively, in the memory of the 
robots staying at the base and in the memory of each of the 
robots that went to raid. One of the key performance 
conditions of the adapted ant algorithm is the simulation of the 
process of evaporation of pheromone labels applied to the 
corresponding virtual map, which allows a swarm of robots to 
"forget" suboptimal routes. To simulate the process of 
evaporation of pheromone tags, the reference virtual map of 
pheromone tracks must be updated after each of the robots 
returns from the raid according to the following rule [11]: 

 ( ) ( )I r k I r F′= ⋅ +
r r

, (2) 

where: r
r
 – the radius vector of the cell ( )C r

r
 for which the 

intensity of the pheromone label is updated; ( )I r
r

 – the new 

value of the intensity of the pheromone trail in the cell ( )C r
r

; 

( )I r′
r

 – previous value of the intensity of the pheromone trace 

in the cell ( )C r
r

; k – a coefficient that determines the weight 

of the previous value of the intensity of the pheromone trail; 
F – the number of pheromones with which the robot notices 
each cell it passes. 

At each subsequent step, the robot chooses one of the 
adjacent cells to which it is allowed to move, using the 
following rule: 

 ( )
( )

( )( )
4

1

i

i

j

j

I r n A
P r n

I r n A
=

+ +
+ =

+ +

r uur

r uur

r uur
, (3) 

 ( )1 4,...,N n n=
uur uur

  

 ( )1 0 ; 1n =
uur

  

 ( )2 1 ; 0n =
uur

  

 ( )3 0 ; 1n = −
uur

  

 ( )4 1 ; 0n = −
uur

  

where: r
r

 – radius vector of the cell ( )C r
r

 in which the robot 

is located; ( )i
P r n+

r uur
 – the probability of the robot moving to 

the i-th neighboring cell ( )i
C r n+

r uur
; ( )I r

r
 – the intensity of 

the pheromone trail in the cell ( )i
C r n+

r uur
; A – a constant that 

determines the probability of the transition of robots to free 
search, N – an ordered set of relative coordinates of 

neighboring cells; 
in
uur

 – the relative coordinates of the i-th 

neighboring cell ( )i
C r n+

r uur
. 

In a pile with a ban on the robot returning to the cell from 
which it just moved, this rule for choosing the next cell 
ensured the preferential movement of the robot along the 
pheromone track in the direction of the resource source. 
Thanks to this, the number of steps taken by the robot during 
the raid is equal to the length of the pheromone track, and the 
travel time is minimal (provided that the swarm of robots has 
already found the optimal route). So, at the later stages of the 
adapted ant algorithm, when the majority of swarm robots are 
engaged in foraging (the ratio of the number of robots in free 
raid mode (resource source search mode) to the number of 
robots engaged in foraging will depend on the coefficient A), 
this algorithm will be characterized by high efficiency. 

The opposite situation will be observed at the initial stages 
of the adapted ant algorithm, i.e. before the first resource 
source is discovered. At this stage, there are no pheromone 
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labels on which the robots could orient themselves during their 
movement, and the rule for choosing the next cell (taking into 
account the prohibition of returning to the previous cell) takes 
the following form: 

 ( )
1

3
iP r n+ =

r uur
 (4) 

That is, at the initial stages of the adapted ant algorithm, 
each of the neighboring cells (except the one from which the 
transition was made in the previous step) can be selected for 
the next step with the same probability. And the swarm robots 
are, in fact, in the mode of random walk, which is the main 
reason for the low efficiency of the adapted ant algorithm at 
this stage. Taking into account the above, in order to ensure 
an accelerated survey of the territory, we proposed a vector 
ant algorithm, which in the territory survey mode ensures 
priority movement of robots in the direction from the base to 
the peripheral areas of the territory being surveyed. The main 
difference between the vector ant algorithm and the adapted 
ant algorithm lies in the rule for the robot to select one of the 
neighboring cells for the next step: 
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B coefficients are calculated according to the following 
formulas: 
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where: B is the coefficient that ensures the priority movement 
of robots in the direction from the base to the peripheral areas 
of the territory, L0 is the coefficient that determines the 
distance from the base on which the vector ant algorithm 
operates. 

The need to introduce the coefficient L0 is due to the fact 
that, as a rule, a swarm of robots is faced with the task of 
surveying the defined part of the territory, as a result of which, 
the selection of the priority direction of the robot’s movement 
loses its meaning as the robot approaches the boundary of the 

defined area. At the beginning of the operation of the vector 
algorithm (before the first source of the resource is found), 
there are no trace pheromone labels and the predominant 
direction of movement of the robots is the direction from the 
base to the periphery of the territory. After the resource source 
is found, according to the original adapted ant algorithm, the 
robot that found it, upon returning to the base, transmits its 
smoothed (without loops caused by random walk) path from 
the base to the resource source to the robots at the base and 
store a reference map of pheromone tracks. This path is 
applied to the reference map of pheromone paths, which is 
updated when robot returns to the base according to rule (2). 

Further actions of the swarm of robots will depend on the 
ratio of coefficients B and F. If the intensity of the trailing 
pheromone label significantly exceeds the coefficient B (that 
is, B<<F), then the majority of members of the swarm of 
robots will move from the base to the detected source of the 
resource along the corresponding pheromone track. That is, it 
will switch to the mode of operation of foraging robots that 
deliver the resource to the base. In the opposite case, when the 
intensity of the trace pheromone label is significantly lower 
than the value of the coefficient B (i.e., B>>F), a significant 
part of the robots will leave the pheromone track and go on a 
free raid in search of other sources of resources. That is, the 
swarm will be mainly focused on continued research of this 
territory. Thus, the mode of operation of a swarm of robots, 
after the first resource source is found, will be determined by 
the relative value of the coefficient B: the larger this 
coefficient is, the greater the proportion of robots will be 
engaged in further exploration of the territories. 

If the vector ant algorithm is used to find resources of 
multiple types, then the number of pheromone types (and 
corresponding virtual maps) will be equal to the number of 
resource types, and the simulation of pheromone tag 
evaporation must occur for each of the available virtual maps 
[12]. The area of the territory explored by robots can be 
estimated using the maximum and minimum radii of the 
explored territory. The first of these indicators - the maximum 
radius of the studied territory - is defined as the distance from 
the base of the swarm to the cell that is the most distant from 
it, which was surveyed by the robots. The second indicator - 
the minimum radius of the investigated territory - is defined 
as the distance from the base of the swarm to the least distant 
cell from it, which has not yet been surveyed by robots. For 
the case of the original adapted ant algorithm, the maximum 
and minimum radii of the studied territory, after the 
completion of 50,000 cycles of the algorithm, are shown in 
fig. 2. As can be seen from fig. 2, in the case of the original 
adapted ant algorithm, at the initial stages of the algorithm 
application, the maximum and minimum radii of the studied 
territory are close, which is explained by multiple redundant 
checks of the internal cells of the already studied segment of 
the territory. As a result, the number of "missed" (that is, 
unexamined) cells in the corresponding segment is minimal, 
and only on the periphery of the studied segment do the first 
"missed" cells begin to appear. 

In the case of the vector ant algorithm, due to the reduction 
of the number of redundant checks, "missed" cells will appear 
further from the boundary of the studied segment, in the inner 
part of the studied segment of the territory. As a result, the 
difference between the maximum and minimum radii of the 
studied territory will grow, the larger the coefficient B is. The 
feasibility of using the vector ant algorithm will depend on the 
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task set before the swarm of robots, namely on the 
admissibility of the presence of "missed" cells in the inner part 
of the studied segment. If the presence of "missed" cells is 
acceptable, then the efficiency of using the vector algorithm 
should be determined using the maximum radius of the 
investigated territory. In the opposite case, using the minimum 
radius of the investigated territory. 

 

Fig. 2. The maximum and minimum radii of the explored territory. 

III. COMPUTER SIMULATION OF THE PERFORMANCE OF THE 

VECTOR ANT ALGORITHM 

In the course of computer simulation, we set up 
experiments, the purpose of which was: 

• comparison of the efficiency of adapted and vector ant 
algorithms; 

• research on the speed of searching for a resource 
source by a swarm of robots controlled by the vector 
ant algorithm; 

• study of the speed of surveying the surrounding 
territory by a swarm of robots controlled by the vector 
ant algorithm. 

The simulation was carried out on a map with the size of 
1024 by 1024 cells with the base located in the center of the 
map. The maximum time the robots stayed in the raid was 
5,000 cycles. the number of robots in the colony was 100 
robots. Coefficients k, F from equation (2) and coefficients A, 
L0 from equation (3) in all experiments had the following 
values: 

 10000F = ,  

 0.5k = ,  

 20A = ,  

 0 200L = .  

The dependence of the number of repeated checks of cells 
on their distance from the base (in the case of the original 
adapted ant algorithm and the vector ant algorithm) is 
presented in Fig. 3. In this figure, graphs of the specified 

dependence for the vector ant algorithm are shown for B/A 
equal to 0.25; 0.50; and 0.75 and for the adapted ant algorithm, 
which can be considered as a case of the vector ant algorithm 
with a coefficient B equal to zero (B/A=0). As can be seen 
from the graphs, with the growth of the coefficient B, the 
number of repeated checks of the cells located close to the 
base decreases, which indicates less time loss by the robot 
swarm controlled by the vector ant algorithm. 

 

Fig. 3. The dependence of the number of repeated checks of cells on their 
distance from the base.  

The location of the swarm member robots and the area of 
the surveyed area for the cases of the adopted ant algorithm 
and the vector ant algorithm, obtained as a result of computer 
simulation, for B/A values equal to 0; 0.25; 0.50; and 0.75 after 
100,000 cycles after the start of these algorithms, shown in 
Fig. 4, 5, 6 and 7.  

 

Fig. 4. The location of the swarm member robots and the area of the surveyed 
area for the cases of the adopted ant algorithm after 100,000 cycles after the 
start of the algorithm. 
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Graphs of efficiency vs. time (in cycles) for the adapted 
ant algorithm and for the vector ant algorithm for B/A values 
equal to 0; 0.25; 0.50; and 0.75 are shown in Fig. 8 (this and 
the following graphs do not show values for time intervals 
shorter than the maximum time the robots stay in the raid, 
since the pheromone map remains not updated).  

 

Fig. 5. The location of the swarm member robots and the area of the surveyed 
area for the cases of the vector ant algorithm, for B/A = 0.25 after 100,000 
cycles after the start of the algorithm. 

 

Fig. 6. The location of the swarm member robots and the area of the surveyed 
area for the cases of the vector ant algorithm, for B/A = 0.50 after 100,000 
cycles after the start of the algorithm. 

For both algorithms, the efficiency decreases over time 
due to the increase in the number of retests, but for any time 
interval that has passed since the algorithms started, the utility 
of the vector ant algorithm is higher than the utility of the 
adaptive ant algorithm. In these figures, unexamined cells are 
marked in white, and examined cells are marked in gray. The 
base of the swarm, which is located in the center of the figure, 
is marked with a black square, and the robots are marked with 
white circles. 

 

Fig. 7. The location of the swarm member robots and the area of the surveyed 
area for the cases of the vector ant algorithm, for B/A = 0.75 after 100,000 
cycles after the start of the algorithm. 

 

Fig. 8. Efficiency vs. time (in cycles) for the adapted ant algorithm and for the 
vector ant algorithm. 

Graphs of the dependence of the search time for a resource 
source located 150 cells from the base on the B/A ratio are 
shown in Fig. 9. As can be seen from this graph, for any value 
of B/A, the speed of finding a resource source, in the case of 
the vector ant algorithm, is greater than in the case of the 
adaptive ant algorithm. Graphs of dependence of the 
maximum radius of the examined territory Rmax from time, for 
the vector ant algorithm for B/A values equal to 0.25; 0.50; and 
0.75 and for the adapted ant algorithm (B/A=0) are shown in 
Fig. 10. A similar dependence for the minimum radius of the 
surveyed area Rmin (for the same values of B/A) is shown in 
Fig. 11. As you can see from the last graph, as the value of B/A 
increases, the minimum radius of the surveyed area Rmin also 
increases. However, for small time intervals since the start of 
the algorithm, the minimum surveyed area radius Rmin for the 
vector ant algorithm is smaller than Rmin for both the adapted 
and the vector ant algorithm with a smaller B/A value. 
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Fig. 9. The dependence of the search time for a resource source (in clocks) 
located 150 cells from the base. 

 

Fig. 10. Dependence of the maximum radius of the examined territory Rmax 
from time (in clocks). 

 

Fig. 11. Dependence of the minimum radius of the examined territory Rmax 
from time (in clocks). 

As a result, the choice of the value of B/A will depend both 
on the area of the territory to be explored by the swarm of 
robots, and on the time given to the swarm of robots to 
perform the task of surveying the territory. 

CONCLUSIONS 

The computer simulation proved that the proposed vector 
ant algorithm is workable and effective. Compared to the 
adapted ant algorithm, the vector ant algorithm is 
characterized by a higher value of the coefficient of useful 
action for any time interval that has passed since the start of 
the algorithms. Also, due to the reduction of the number of 
redundant checks of the areas of the studied territory, 
compared to the adapted ant algorithm, the vector ant 
algorithm takes less time to search for the source of the 
resource, and also allows you to explore a larger area than the 
adapted ant algorithm in a given time. 
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Abstract — This article deals with the problem of improving 

the navigation efficiency of a swarm of robots controlled by an 

adapted ant algorithm. It is shown that in the presence of an 

extensive network of virtual pheromone tracks, the efficiency of 

a swarm of robots can be reduced due to the formation of closed 

loops by pheromone tracks, through which robots can wander 

during their movement to the desired resource source. It is also 

shown that the problem of increasing the efficiency of navigation 

of a swarm of robots can be solved with the help of virtual 

pheromone direction labels. In the course of computer 

simulation, the performance of the proposed oriented ant 

algorithm and its ability to increase the efficiency of navigation 

of a swarm of robots were confirmed. 

Keywords — swarm robotics, nature-inspired algorithm, 

navigation, efficiency, pheromone memory. 

I. INTRODUCTION 

The rapid progress of swarm robotics, which has been 
observed in recent times, is primarily due to the improvement 
of algorithms for controlling the work of a swarm of robots. 
Today, various algorithms are used to control a swarm of 
robots. A special place among these algorithms is occupied by 
the ant algorithm, which allows a swarm of robots to 
efficiently perform such tasks as finding an effective route to 
the identified resource source and surveying the given 
territory. 

Compared to all other algorithms for controlling a swarm 
of robots [1-8], the main difference between all existing 
varieties of the ant algorithm is the use of individual units of 
the swarm system of pheromone trails or their analogues. The 
system of pheromone trails plays two main functions: it 
ensures the dissemination among swarm members of 
information about detected sources of resources, and it also 
ensures navigation of swarm member robots. And it is this 
system of pheromone trails that provides the ant algorithm 
with all its advantages. However, the same system of 
pheromone trails can become a source of many problems that 
can negatively affect the efficiency of the swarm of robots 

controlled by the ant algorithm. The biggest of such problems 
is that in the initial stages of finding the optimal route to the 
identified resource source, there may be several alternative 
pheromone trails that may have many crossing points. As a 
result, the swarm of robots is faced not with one pheromone 
path, but with a labyrinth of pheromone paths, which 
significantly complicates navigation. 

The purpose of this article is to improve the efficiency of 
navigation and operation of a swarm of robots, the members 
of which are guided by an adapted ant algorithm in the 
presence of several alternative pheromone paths to the 
detected resource source. 

II. THE ORIENTED ANT ALGORITHM 

Any implementation of the ant algorithm, including the 
adapted ant algorithm [9], involves the use by robots that have 
successfully reached the resource source of pheromone tags to 
distribute information about the location of the source among 
the members of the swarm. Due to the fact that the resource 
source can be independently found by several robots, several 
alternative pheromone paths to the resource source can exist 
at the same time. In its further work, the swarm of robots 
chooses the most efficient path to the resource source among 
the available alternatives, focusing on the intensity of 
pheromone tags. However, the extensive network of 
pheromone trails formed at the initial stages of the ant 
algorithm creates favorable conditions for the formation of 
loops and intersections of pheromone trails, as a result of 
which some robots may return to the base without reaching 
the corresponding resource source, or start wandering in a 
circle until time being in a raid runs out. Accordingly, the 
formation of loops on the pheromone trails leads to a decrease 
in the efficiency of the adapted ant algorithm, because some 
of the robots, due to wandering through the loops, spend more 
time reaching the resource source than is predicted by any of 
the available pheromone trails, and some of them return to the 
base completely empty. 
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For further analysis, let’s first consider the process of 
forming a branched network of pheromone trails. At the same 
time, we will present the network of pheromone trails along 
which swarm robots can move in the form of an undirected 
graph, the edges of which are represented by unbranched 
segments of pheromone trails, and the nodes are branching 
points of pheromone trails. Thus, for a robot moving from the 
base (vertex A) to the resource source (vertex B) along the 
edge AB, there is a non-zero probability at any point of the 
pheromone path (vertex C) to go into free raid mode (Fig. 1). 
For the robot that has entered the free raid mode at vertex C, 
there are three possible options for ending the raid, which will 
have different effects on the efficiency of the adapted ant 
algorithm. 

 

Fig. 1. The process of forming a branched network of pheromone trails. 

First, a robot that has entered a free raid can independently 
find a way to a given (Fig. 2a) or other resource source (Fig. 
2b) different from what was already known to the swarm of 
robots and was noticed on the reference map of pheromone 
trails. Upon returning to base, this new path will be added to 
the reference map of pheromone trails maintained by the base 
robots. Subsequently, a choice between alternative paths 
(between AC, CE1, E1B and AC, CE2, E2B, in the case of the 
same source, or between AC, CE1, E1B and AC, CF, in the case 
of two different resource sources) will be made by swarm 
according to the alternative ant algorithm. 

 

 a) b) 

Fig. 2. Alternative paths 

Second, a robot that has entered a free raid may not find 
an alternative path and, after reaching the maximum time 
spent in the raid, it will return to the base without making any 
changes to the reference map of pheromone trails. Despite the 
fact that such a raid is ineffective, it does not reduce the 
effectiveness of the adapted ant algorithm. 

Thirdly, after transitioning to a free raid, at vertex C, the 
robot can return to the pheromone path at another point (vertex 
D) (Fig. 3a). The consequences of this course of events for the 
efficiency of the adapted ant algorithm will depend on which 
further direction of movement will be chosen by the robot: in 
the direction of the base (in the direction of vertex C) or in the 
direction of the source of the resource (in the direction of 

vertex B). In the event that the robot moves in the direction of 
vertex C, the robot will return to the base without finding a 
path to the source and thus without making any changes to the 
reference map of pheromone trails. That is, the consequences 
will be similar to the second variant of the end of the raid. If 
the robot moves to point B, the robot will reach the resource 
source and, upon returning to the base, will add a new 
alternative path to the reference map of pheromone trails, 
consisting of edges: AC, CE2, E2D, DB (Fig. 3b). In the latter 
case, a closed loop CE2DE1C is formed. 

 

 a) b) 

Fig. 3. Forming a loop. 

Of all the cases discussed above, only the last one creates 
conditions that can significantly complicate the navigation of 
robots along the available pheromone trails. Thus, during the 
first passage of the vertex C closest to the base, the choice of 
the direction of further movement by the robot will not affect 
the effectiveness of the further work of the swarm of robots. 
After all, no matter which edge is chosen by the robot (CE1 or 
CE2), after passing vertex C, it will still continue to move in 
the direction of the corresponding resource source — vertex 
B. A different situation will be observed after the robot reaches 
vertex D. In this vertex, the robot can choose an edge DB and 
continue its movement in the desired direction to the source of 
the resource, or it can choose the edge E1D (E2D) and start 
moving in the opposite direction — from the source of the 
resource to the base. Having chosen the edge E1D (E2D), the 
robot will move to the vertex C, where it will complete the 
circle CE2DE1C and will have to choose the further direction 
of its movement again. Having chosen the edge AC, the robot 
will return to the base ahead of time without reaching the 
source of the resource. At the same time, depending on the 
implementation of the algorithm, upon reaching the base, the 
robot will either start a new raid, or continue this raid by 
switching to free raid mode. Having selected the edge CE2 
(CE1), the robot will start a new circle of movement along the 
cycle CE2DE1C. Such movement in a circle will continue 
until: 

• the robot will select the edge DB at the vertex D for 
further movement; 

• the robot will select edge AC at vertex C for further 
movement; 

• the maximum time the robot stays in the raid will not 
expire. 

In any case, the maximum time the robot wanders along 
the available pheromone trails will not exceed the maximum 
time the robot stays in a free raid. At the same time, the 
presence of an extensive network of pheromone trails does not 
have any effect on the duration of the robot’s return journey 
from the resource source to the base. After all, according to 
the adapted ant algorithm, after reaching the resource source 
(or after exhausting the maximum time spent in the raid), the 
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robot smooths the path it has traveled, discarding all the loops 
formed as a result of random wandering and returns to the base 
along this smoothed path. Therefore, no matter how many 
complete circles the robot makes along the closed loops 
formed by the pheromone trails, the robot will return to the 
base on a smooth path. From the point of view of the 
possibility of organizing the effective delivery of the resource 
to the base, that is, maximizing the number of effective raids 
carried out per unit of time, the most important consequences 
of the robot wandering through the existing network of 
pheromone trails are: 

• an increase in the average duration of a successful raid, 
which occurs as a result of the robot passing through 
extra loops while moving to the resource source; 

• an increase in the share of unproductive raids that 
occur due to the premature return of robots to the base, 
or the robot’s ineffective wandering along the 
pheromone paths before the maximum time of the 
robot’s stay in the raid is exhausted. 

Both of these factors are capable of reducing the number 
of effective raids carried out during a certain period of time. 
Thus, an increase in the average duration of a successful raid 
means that in the same period of time the robot will have time 
to make a smaller number of successful raids, and therefore 
will be able to deliver a smaller number of units of the required 
resource to the base. An increase in the share of unsuccessful 
raids will mean that fewer robots will be involved in the 
process of delivering resources. Thus, as can be seen from the 
above, both the formation of a branched network of 
pheromone trails and the wandering of robots through the 
loops formed by these trails are a direct consequence of the 
peculiarities of the implementation of the adapted ant 
algorithm. And if the first component of the problem – the 
formation of an extensive network of pheromone trails – 
cannot be eliminated, because this will lead to the inability of 
the algorithm to search for the most efficient path to the source 
of the resource, then the second component of the problem can 
be solved by making certain changes in the implementation of 
the adapted ant algorithm. 

To solve the considered problem, we proposed an oriented 
ant algorithm, which is an improved version of the adapted ant 
algorithm. In this algorithm, preventing robots from 
wandering through loops of pheromone trails is achieved by 
the fact that not only the intensity of use of this route by the 
rest of the robots, but also the direction of movement along 
this trail to the source of the resource is encoded in the 
pheromone tags. For this purpose, each cell of the pheromone 
trail map contains information not only about the intensity of 
use of the route passing through it, but also information about 
the direction of movement. This is achieved by using two 
types of pheromone tags: lane usage intensity pheromone tags 
and direction pheromone tags. Pheromone usage intensity 
labels, as in the adapted ant algorithm, are designed to identify 
the most optimal routes from the base to the resource source. 
Their intensity reflects how often this route is used by a swarm 
of robots. The purpose of pheromone direction labels is to 
prevent robots from wandering in a circle in a labyrinth of 
pheromone trails. On the other hand, pheromone direction 
labels should not prevent the search for alternative routes from 
the base to the given source or other sources of the resource. 
The specified requirements can be fulfilled if the pheromone 
direction tags will contain information about the neighboring 
cells from which the transition to this cell can be made. 

Thanks to pheromone direction labels, the network of 
pheromone trails along which swarm robots can move can be 
represented as a directed graph. Accordingly, in order to 
prevent the robot from moving in the opposite direction, when 
the robot selects one of the neighboring cells for the next step, 
from the list of neighboring cells to which the transition is 
allowed, those cells whose information is contained in the 
pheromone label of the direction of the cell in which robot is 
located must be excluded. Thus, the oriented ant algorithm is 
reduced to the following. Virtual pheromone labels of trail 
usage intensity and pheromone direction labels are used for 
navigation and dissemination of information about detected 
resource sources. During the raid, the robot uses its individual 
map of pheromone tags. The reference map of pheromone 
labels is kept by the robots at the base. The latter is updated 
every time any robot returns to the base. The territory on 
which the robot moves is divided into virtual identical square 
sections. Leaving the base, the robot moves from the current 
cell to one of the neighboring cells. The robot makes one step 
per unit of time. The rule according to which the robot chooses 
for the next step one of the neighboring cells to which the 
transition is allowed can be presented in the following form: 
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where: r
r

 – radius vector of the cell ( )C r
r

 in which the robot 

is located; ( )iP r n+
r uur

 – the probability of the robot moving to 

the i-th neighboring cell ( )iC r n+
r uur

; ( )I r
r

 – pheromone labels 

of trail usage intensity in the cell ( )iC r n+
r uur

; ( )D r
r

 – the 

pheromone label of the direction in the cell ( )iC r n+
r uur

; A – a 

constant that determines the probability of the transition from 
work to free search, N – an ordered set of relative coordinates 

of neighboring cells; 
in
uur

 – the relative coordinates of the i-th 

neighboring cell ( )iC r n+
r uur

. 

The robot continues to move from one cell to another until 
a cell with a resource source located there is found, or until the 
maximum time the robot can stay in the raid is exhausted. If 
the raid was successful (the source of the resource was found), 
then upon returning to the base, the robot transmits its 
smoothed path to the robots supporting the reference map of 
pheromone trails for its update. The latter, having received 
information about the new path, check it for compliance with 
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the pheromone direction labels of the reference map. The path 
of the robot is added to the reference map of pheromone trails, 
if the proposed path does not involve transitions between 
neighboring cells in a direction that is forbidden according to 
the available pheromone direction labels, that is, it meets the 
following condition: 

 ( ) ( )1i i itr tr D tr− − ∉
ur ur ur

,  for all 0
tr

i N< <  (2) 

where: itr
ur

 – coordinates of the cell visited by the robot at the 
i-th step of the raid; Ntr is the maximum duration of the raid. 

If the path can be added to the reference map, then the 
value of the pheromone labels of the intensity of use and the 
pheromone labels of the direction is pre-updated according to 
the following formulas: 
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where: ( )I r
r

 – the new value of pheromone labels of trail 

usage intensity in the cell; ( )'I r
r

 – previous value of the 

intensity of the pheromone trail; k – a coefficient that 
determines the weight of the previous value of the intensity of 
the pheromone trail; F – the number of pheromones with 

which the robot notices each cell it passes; ( )D r
r

 – the new 

value of the pheromone direction tag in the cell; ( )'D r
r

 – the 

previous value of the pheromone direction tag in the cell. 

After that, pheromone direction labels are added to the 
reference map: 

 ( ) ( ) { }1'i i i iD tr D tr tr tr−= ∪ −
ur ur ur ur

 (6) 

If the proposed path does not meet the condition (2), then 
it is rejected, and the reference map remains unchanged. 
Checking the correctness of pheromone direction labels along 
a new path, before adding it to the reference map by the robot, 
is a necessary condition for the performance of the proposed 
algorithm. The need for this check is due to the following.  

A robot moving along a pheromone trail or in a free raid 
makes a transition to the next cell according to rule (1), which 
prohibits transition to those cells whose pheromone direction 
label indicates the opposite direction of movement between 
these cells and the cell in which the robot is located. However, 
when checking the admissibility of a transition, the robot can 
only use the information contained in its own instance of the 
pheromone trail map stored in its RAM. During the time when 
the robot is in the raid, other robots may have time to return to 
the base and update the reference map of pheromone trail 
stored at the base. As a result, the transition between 

individual cells along the path along which the robot moved 
during the free raid, at the time of returning to the base, may 
be prohibited. Before each subsequent raid, the robot replaces 
its own copy of the pheromone map with the reference map. 

III. COMPUTER SIMULATION OF THE PERFORMANCE OF THE 

ORIENTED ANT ALGORITHM 

To simulate the effect of the presence of alternative routes 
from the base to the resource source, we used artificial 
pheromone trails from the base A to the resource source B. The 
main pheromone trail consisted of edges AC, CE1, E1D and 
DB in Fig. 4. (shown in the figure by a solid green bold line). 

 

Fig. 4. The main pheromone trail. 

The additional pheromone trail consisted of edges AC, 
CE2, E2D, and DB of Fig. 5 (shown in the figure by a dashed 
black bold line).  

 

Fig. 5. The additional pheromone trail. 

Edges CE1 and E1D, which were only part of the main trail, 
were marked with pheromone labels with an intensity of 
10,000 units. The intensity of these pheromone labels 
remained unchanged throughout the experiment. Edges CE2 
and E2D, which were only part of the alternative trail, were 
marked with pheromone labels with different intensities from 
0 to 10,000 units. The intensity of the pheromone labels of the 
edge’s AC and DB, which were part of both routes at the same 
time, was equal to the sum of the intensities of the edges CE1 
and CE2. The length of both pheromone trails (AC, CE1, E1D, 
DB and AC, CE2, E2D, DB) was the same and consisted of 200 
cells. If, due to wandering along pheromone paths, the robot 
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returned to the base prematurely (without first visiting the 
resource source), the current raid was considered completed 
and ineffective, and the robot went on a new raid. Since the 
ability of the robots to deviate from it while moving along the 
pheromone path and go into the free raid mode embedded in 
the adapted ant algorithm could affect the simulation results, 
to prevent this, the coefficient A was set equal to 0. Due to this, 
the robots could not deviate while moving from the 
pheromone trail, and the increase in the average time spent by 
the robot in a productive raid and the reduction in the number 
of productive raids were caused solely by wandering robots 
along the closed cycles formed by the pheromone paths. The 
graph of the dependence of the average duration of a 
successful raid on the ratio of the intensities of the main and 
alternative routes IACE2DB/IACE1DB, after 50,000 cycles of 
operation of the algorithm, is shown in Fig. 6. 

 

Fig. 6. The dependence of the average duration of a successful raid on the ratio 
of the intensities of the main and alternative routes IACE2DB/IACE1DB, after 50,000 
cycles. 

As can be seen from the given graph, the average duration 
of a successful raid is minimal in the absence of an alternative 
route (IACE2DB/IACE1DB=0) and is equal to twice the length of the 
pheromone trail. As the intensities of the pheromone labels of 
the alternative route increase, the average duration of a 
successful raid increases nonlinearly, due to the fact that a 
certain part of the robots reaches the resource source only after 
several extra rounds of the CE2DE1C cycle. However, the 
effectiveness of a swarm of robots should not be determined 
by the average duration of a successful raid, but by the number 
of raids carried out within a certain period of time. After all, 
the reason for the reduction in the number of successful raids 
carried out during a certain period of time depends not only on 
the average duration of a successful raid, but also on the 
increase in the share of unsuccessful raids. Graphs of the 
dependence of the number of successful raids on the duration 
of the original adapted ant algorithm for cases where the 
intensity ratio of the main and alternative IACE2DB/IACE1DB 
routes is equal to 0; 0.25; 0.5 and 1 are shown in fig. 7. As can 
be seen from the graphs, the number of successful raids 
increases with the increase in the running time of the original 
adapted ant algorithm for all values of IACE2DB/IACE1DB. 
However, with the growth of IACE2DB/IACE1DB, the rate of 
growth of successful raids decreases. The location of the 
robots of the swarm members after 50,000 cycles of the 
original adapted ant algorithm for the ratio of the intensities of 
the main and alternative routes IACE2DB/IACE1DB equal to 0.25 
and 0.75 is shown, respectively, in Fig. 8 and 9. In these 
figures, the base of the swarm is marked with a black square, 
and the source of the resource to which the artificial 

pheromone trails are laid is marked with a white square. 
Robots are marked with white circles. 

 

 

Fig. 7. The dependence of the number of successful raids on the duration of 
the original adapted ant algorithm. 

 

Fig. 8. The location of the robots of the swarm members after 50,000 cycles 
of the original adapted ant algorithm for the IACE2DB/IACE1DB equal to 0.25. 

 

Fig. 9. The location of the robots of the swarm members after 50,000 cycles 
of the original adapted ant algorithm for the IACE2DB/IACE1DB equal to 0.75. 

Graphs of the dependence of the average duration of a 
successful raid on the ratio of the intensities of the main and 
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alternative routes IACE2DB/IACE1DB, after 50,000 cycles of the 
original adapted ant algorithm (shown in the figure by a solid 
bold line) and the oriented ant algorithm (shown in the figure 
by a dashed bold line), are shown in fig. 10. It can be seen 
from the graphs that, in the case of using the oriented ant 
algorithm, the average duration of a successful raid remains 
unchanged for all values of IACE2DB/IACE1DB. At the same time, 
in this case, the duration of a successful raid is equal to the 
average duration of a successful raid for the case of having 
only one route to the resource source (IACE2DB/IACE1DB =0), i.e. 
it is determined solely by the length of the pheromone path to 
the resource source. 

 

Fig. 10. The dependence of the average duration of a successful raid on the 
ratio of the intensities of the routes IACE2DB/IACE1DB, after 50,000 cycles. 

Graphs of the dependence of the number of successful 
raids on the ratio of the intensities of the pheromone labels of 
the main and alternative routes IACE2DB/IACE1DB after 50,000 
cycles of the original adapted ant algorithm and the oriented 
ant algorithm are shown in Fig. 11. The presented graphs show 
that, in the case of the oriented ant algorithm, with the growth 
of the IACE2DB/IACE1DB ratio, the number of effective raids does 
not decrease and is equal to the number of effective raids 
observed when there is only one route (IACE2DB/IACE1DB =0). 

 

Fig. 11. The dependence of the number of successful raids on the ratio of the 
intensities of the routes IACE2DB/IACE1DB, after 50,000 cycles. 

The obtained results prove that, in the case of using the 
oriented ant algorithm, robots moving through a maze of 
pheromone trails do not move in a circle in cycles formed by 
pheromone trails. At the same time, the oriented ant algorithm 
does not affect the robot's choice of alternative routes. That is, 
every time the robot finds itself at a vertex from which several 

alternative pheromone trails exit, the probability of its 
choosing one or another trail will be proportional to the 
intensity of its pheromone labels (pheromone trails entering 
this vertex are excluded from consideration). 

CONCLUSIONS 

Considering all of the above, the following conclusions 
can be drawn. 

First, the presence of several alternative pheromone trails 
that have mutual intersections can cause a decrease in the 
efficiency of the adapted ant algorithm (i.e., an increase in the 
duration of the raid and a reduction in the number of 
successful raids) due to the possibility of robots moving in a 
circle in cycles formed by pheromone trails. 

Secondly, in the case of the adapted ant algorithm, the 
consequences of the presence of several alternative 
pheromone trails that have mutual intersections for the 
duration of the raid and the number of successful raids depend 
on the ratio of the intensities of the pheromone labels of the 
main and alternative pheromone trails: the greater the ratio of 
the intensities of the pheromone labels, the longer raid 
duration and less number of productive raids. 

Thirdly, the performance of the oriented ant algorithm was 
proven by computer simulation and it was shown that the 
effectiveness of this algorithm does not depend on the 
presence of several alternative pheromone trails that have 
mutual intersections. 
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Abstract — In the modern educational landscape, ensuring 

efficient and conflict-free class scheduling in higher education 

institutions remains a paramount challenge. Traditional 

methods, although functional, often fall short in accommodating 

dynamic class environments and curriculums. This research 

introduces a unique genetic algorithm that addresses these 

challenges by targeting and eliminating undesirable genes 

during the crossover and mutation processes. Unlike 

conventional models that utilize a fitness function, our approach 

employs an objective function that takes smaller values for 

better scheduling configurations, ensuring a more precise 

evaluation. The algorithm is structured to prioritize the 

mutation of bad genes based on a localized objective function. 

When applied to higher education scheduling, the algorithm 

takes into account potential class overlaps, room allocation 

conflicts, and other common scheduling issues. Extensive 

numerical experiments demonstrate the effectiveness of this 

method, with results indicating the possibility of achieving a 

zero value for the objective function, representing a schedule 

devoid of any conflicts. This research not only offers a novel 

approach to class scheduling but also opens avenues for 

applying the algorithm to other complex scheduling scenarios. 

Keyword — genetic algorithm, crossover, mutation, objective 

function, scheduling, higher education, gene correction. 

I. INTRODUCTION 

Class scheduling in higher education resembles a complex 
jigsaw puzzle, with each piece representing classes, 
instructors, rooms, and time slots that must seamlessly fit 
together. As institutions expand and courses diversify, 
traditional scheduling methods, which are often manual or use 
basic algorithms, struggle to prevent issues like classroom 
shortages or overlapping classes. These inefficiencies disrupt 
academic routines and strain administration. Genetic 
algorithms (GAs), inspired by natural selection, have shown 
potential in addressing these optimization challenges, 
navigating vast solution spaces to find optimal outcomes. 
Although applied in various sectors, there's ample scope for 
refining GAs in class scheduling. 

This research aims to bridge the gap between the potential 
of GAs and the practical challenges of class scheduling. We 
introduce optimized genetic algorithm that deviates from 
traditional models by placing an emphasis on the correction of 
undesirable genetic information. By proactively targeting and 
eliminating 'bad genes' during crucial operations like 
crossover and mutation, our approach ensures a more efficient 
evolution towards optimal schedules. Furthermore, our use of 
an objective function, as opposed to the commonly used 

fitness function, promises a more nuanced and accurate 
evaluation of scheduling solutions. 

II. BACKGROUND AND RELATED WORK 

GAs, inspired by natural selection, were formalized in the 
1960s by researchers like John Holland. Starting with a 
random set of potential solutions, GAs use selection, 
crossover, and mutation processes to optimize solutions. The 
effectiveness of each solution is assessed using a fitness 
function, and the process iterates until an optimal or 
satisfactory solution is found. They're used in various fields, 
from engineering to financial forecasting. In our study, we 
leverage GAs to address class scheduling challenges in higher 
education, aiming for conflict-free timetables. 

Class scheduling has been a research focus for years, with 
GAs offering innovative solutions. Colorni, Dorigo, and 
Maniezzo explored high school timetabling using GAs to 
manage both fixed elements and teacher preferences in 1992 
[1]. Abramson, in 1991, emphasized GAs' role in exam 
timetabling, particularly mutation operations [2]. In 2003, 
Burke, Petrovic, and Qu highlighted GAs' adaptability and 
integration with methods like simulated annealing for 
educational timetabling [3]. 

However, modern scheduling challenges demand new 
approaches. Current educational institutions face ongoing 
changes, requiring dynamic algorithms. Much existing 
research emphasizes hard constraints, often sidelining soft 
constraints vital for practical schedules. As institutions grow, 
scheduling becomes more complex, sometimes stretching GA 
efficiencies. A focused evolutionary approach, like our 
proposal targeting problematic genes, may enhance 
convergence and scheduling solutions [4-5]. 

Over the past decade, GAs have significantly evolved in 
higher education timetabling. This review highlights pivotal 
studies that have advanced GA methodologies for university 
and college class scheduling. 

Wen-jing, W. [6] enhanced traditional AI-aided course 
scheduling, introducing an adaptive GA based on hard and 
soft constraints. This method surpassed conventional genetic 
algorithms in efficiency. 

J. B. Matias et al. [7] addressed resource shortages with a 
hybrid genetic algorithm targeting both course scheduling and 
teaching workload, incorporating self-adaptive mechanisms 
and utilizing unused resources data structures. 
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In the vocational education context at Airlangga 
University, Derawutie et al. [8] applied a Modified Genetic 
Algorithm (MGA) for optimizing scheduling across 21 
diploma courses, effectively navigating constraints and 
ensuring efficiency. 

Jing Xu & Zhihan Lv [9] developed an enhanced GA for 
college English course scheduling, incorporating a flexible 
decimal coding scheme and a local search operator for quicker 
convergence, outperforming traditional GAs in conflict 
resolution and fitness values. 

Lastly, Zhang, Qiang [10] improved GAs using 
coevolution, catering to the complexities arising from 
expanding universities. Their algorithm's speed and optimal 
solutions emphasized its promise for contemporary course 
scheduling needs. 

These studies highlight the progress in GAs for university 
scheduling. Through adaptive techniques, hybrid solutions, 
and course-specific modifications, the field displays ongoing 
potential for optimization amidst growing challenges. While 
foundational work remains strong, there's evident room for 
refinement to meet contemporary educational demands. 

III. METHOD 

For a proficient higher education class scheduling system, 
precise data input and representation are crucial. We outline 
the input data's structure and semantics, along with the class 
representation, providing a foundational framework for the 
genetic algorithm's functions. 

A. Input Data for Timetabling 

The essence of class scheduling relies on precise and 
thorough input data, sourced from institutional curricula and 
teaching loads. This data integrates requirements vital for 
organizing specific classes, which are fundamental to our 
timetabling application. Three primary tenets encompass 
these requirements: 

• Lecturer: The faculty member assigned to conduct 
the class. 

• Student Groups: An aggregated list detailing the 
specific student cohorts that are recipients of the 
teaching for the said class. 

• Frequency of Classes: A quantitative measure 
indicating the number of times a particular class 
convenes in a week. It's imperative to note that this 
frequency is always in multiples of 0.5. To elucidate, 
a frequency of 1.5 suggests a bifurcated class 
schedule where the class meets once every week, and 
additionally, on a fortnightly basis, either in the first 
(numerator) or the second week (denominator). 

B. Representation of Classes in the Schedule 

With the foundational input data elucidated, the 
subsequent step entails the formulation of the initial 
population of schedules. This phase is pivotal as it sets the 
trajectory for the genetic algorithm's optimization processes. 
In this preliminary schedule population, each class—
conceptualized as a gene within the genetic algorithm parlance 
— is depicted via a quintet of values: 

• Requirement Index: Serving as a referential anchor, 
this index allows for quick retrieval of associated 
class details. For instance, through this index, one 

can discern the specific lecturer orchestrating the 
class or pinpoint the academic groups for which the 
class is being conducted. 

• Day: Determines the particular day of the week the 
class is slated for. 

• Time Slot Number: This signifies the chronological 
sequence of the class on the designated day. 

• Location Index: Represents the spatial coordinates, 
indicating the specific classroom or venue where the 
class is to be conducted. 

• Event Frequency: Categorically outlines whether the 
class is scheduled to occur on a weekly basis, or 
alternates between the first (numerator) or the second 
week (denominator). 

C. Evaluation of Schedule Quality: Objective Function 

Incorporating Weighted Penalty Criteria 

To ensure the optimization of the class scheduling system, 
we deploy a set of penalty criteria to evaluate the quality of a 
proposed schedule. These criteria allow for the identification 
and quantification of discrepancies and suboptimal 
configurations in the schedule, offering critical feedback to the 
genetic algorithm for further refinement. 

Given: 

• Lecturers are enumerated from 1 to L, 

• Student groups span from 1 to G, 

• Class venues are indexed from 1 to A. 

For any arbitrary schedule configuration s, we define the 
following criteria of its incongruity: 

• Π���, ��  represents the count of time overlaps or 
collisions pertaining to the lecturer with the index i. 
Time overlaps occur when a lecturer is slated to 
conduct classes at two different venues 
simultaneously. A higher value indicates a greater 
frequency of such overlaps, underscoring a pressing 
need for schedule revision for the concerned lecturer. 

• Π���, 	�  denotes the count of temporal overlaps 
within student groups indexed by j. Such overlaps are 
indicative of situations where a particular student 
group is expected to attend multiple classes 
concurrently, highlighting a glaring incompatibility 
in the schedule. 

• Π
��, ��  symbolizes the frequency of scheduling 
overlaps at a specific class venue indexed by t. A 
venue overlap suggests that more than one class has 
been allocated to the same venue at the same time 
slot, necessitating immediate rectification. 

• Π���, �  specifies the number of idle periods or 
"windows" experienced by the lecturer indexed by k. 
While some windows might be intentional, 
providing lecturers respite between classes, 
excessive windows can disrupt the teaching flow and 
lead to inefficient utilization of teaching resources. 

• Π���, �� indicates the frequency of windows within 
the schedule of student groups indexed by p. Like 
with lecturers, while a minimal number of breaks can 
be beneficial, overextension of idle periods can result 
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in suboptimal learning experiences and prolonged 
academic days. 

To effectively gauge the incompatibility of a proposed 
schedule s, an objective function, o.f.(s), is crafted to 
cumulatively account for the individual incongruities while 
weighing them in accordance with their severity and 
implications. The objective function is defined as: 

 �. �. ��� = �� ∑ ��
����, ���

��� + �� ∑ ��
����, 	��

��� +

�
 ∑ �

� ��, ��!

"�� + �� ∑ ��
�#��, ��

$�� + �� ∑ ��

�%��, ���
&��  (1) 

Function (1) incorporates two pivotal components that 
reflect the gravity of each incompatibility: 

• Weightage Parameters ( �� ). These parameters 
assign a relative importance to the different penalty 
criteria. Given that β�, β�, β
 ≫ β�, β� > 0 , it 
underscores that time overlaps concerning lecturers, 
student groups, and class venues are deemed 
significantly more detrimental than the occurrence of 
windows in schedules. This prioritization resonates 
with the tangible consequences of these incongruities 
— while overlaps directly impede the teaching-
learning process, windows, though suboptimal, do 
not render the schedule unviable. 

• Exponential Parameters ( +, ). With 
α�, α�, α
, α�, α� > 1 , the exponential parameters 
magnify the penalties in cases of recurring overlaps 
or windows for specific entities. This is predicated 
on the understanding that isolated instances of 
discrepancies might be rectifiable or tolerable, but 
repetitive errors for the same entity (be it lecturer, 
student group, or venue) amplify the challenges and 
thus warrant escalated penalties. 

The proposed objective function stands out in its ability to 
offer a nuanced, differential assessment of schedule quality. 
Instead of treating each incongruity with uniform severity, it 
meticulously discerns between the nature and recurrence of 
discrepancies. 

• Granular Assessment. By adjusting the ��  and +, 
parameters, the function provides the flexibility to 
calibrate the penalties based on institutional 
priorities and constraints. 

• Reinforcing Robustness. The exponential 
augmentation ensures that schedules with recurrent 
issues for specific entities are penalized more 
heavily. This nudges the genetic algorithm towards 
crafting schedules that are not just free of overlaps 
and windows, but also balanced and equitable in their 
distribution of classes. 

• Operational Practicality. The weighted approach 
aligns with real-world scheduling challenges. In 
practice, a schedule with occasional windows might 
be acceptable, but one with regular class overlaps is 
operationally infeasible. 

In the detailed structure of our scheduling objective 
function (1) it's crucial to highlight a nuanced aspect: the 
values Π���, ��, Π���, 	�, Π
��, ��, Π���, � and Π���, �� are 
not strictly integers but can be multiples of 0.5. This fractional 
representation is not an arbitrary choice but embodies the 
unique scenario of bi-weekly classes, held either in the 

“numerator” or the “denominator” pattern. Such classes may 
experience restrictions — like time overlays or windows —
once every two weeks, leading to these half-unit deviations. 
By incorporating this granularity, the objective function offers 
a refined and precise evaluation mechanism, ensuring the 
algorithm remains attuned to both regular and sporadic 
scheduling challenges. 

In summary, the proposed objective function, with its 
weighted and exponential penalty system, offers a 
comprehensive, pragmatic, and adaptable framework to 
evaluate and optimize class schedules, ensuring alignment 
with both academic objectives and operational realities. 

D. Evaluating Gene Quality with the Local Objective 

Function 

In the intricate endeavor of class scheduling optimization, 
the utility of global objective functions can sometimes 
overshadow the necessity of nuanced, gene-specific 
evaluation. To address this, we introduce a specialized 
measure termed the local objective function, designed to 
gauge the perturbations instigated by a singular class or 
“gene” within the broader genetic algorithm framework. 

For any given schedule variant s and a specific class index 
i, the local objective function l.o.f.(s,i) is defined as: 

 /. �. �. ��� = ��0�
����, �, /� + �� ∑ 0�

����, �, 	��∈2 +

�
0

� ��, �, 3� + ��0�

�#��, �, /� + �� ∑ 0�
�%��, �, ��&∈2  (2) 

Here, l represents the index of the lecturer conducting the 
class, d signifies the index of the classroom, and g 
encompasses the set of student groups attending the class. This 
function meticulously evaluates disruptions: 

• 0���, �, /� denotes time overlaps of the lecturer with 
index l during class i. 

• 0���, �, 	�  measures the time overlaps experienced 
by the student group with index j during class i. 

• 0
��, �, 3� captures overlaps at the location indexed 
by d during class i. 

• 0���, �, /�   signifies the windows or gaps 
encountered by the lecturer l on the day of class i. 

• 0���, �, ��  represents the windows experienced by 
the student group p on the day class i is conducted. 

In subsequent iterations, (2) proves indispensable for 
pinpointing “bad genes”. By quantifying the discrepancies 
introduced by each class in the schedule, the function lays the 
groundwork for targeted improvements, either through gene 
replacement during crossovers or strategic mutations, 
ensuring the genetic algorithm consistently converges towards 
optimal solutions. 

E. Crossover Procedure: replace “bad” genes 

GAs excel by merging strengths of solutions and 
discarding weak components. Central to this is the crossover 
procedure. In our model, it plays a vital role, focusing on 
replacing weaker genes with stronger ones from another 
schedule, leading to a more optimized result. 

In our approach, the initial phase involves a random 
selection of two distinct schedule variants, denoted �� and ��, 
from the overarching population P. To understand the 
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magnitude of our gene pool, let V represent the total number 
of classes, equivalently referred to as genes, in any given 
schedule. 

The cornerstone of our method is the determination of how 
many genes will participate in the crossover. To this end, we 
generate a random number r constrained by the 
formulae 456�7 ×  : ≤  < ≤ 456=> ×  : , where both 
456�7 and 456=> are predefined constants from the interval 
(0,1). It's paramount to note the inherent boundaries set for 
these constants:  1 ≤ 456�7 ×  : < 456=> ×  : ≤ : − 1 . 
This ensures a balanced and regulated transfer of genetic 
material. 

The innovation in our crossover mechanism lies in its 
strategy to select the genes for exchange. Rather than relying 
on random or fixed position-based crossovers, we specifically 
target genes that are "sub-optimal" or "bad" in schedule ��. 
The metric to gauge this is none other than the local objective 
function (2). We earmark the top r genes with the highest l.o.f. 
values in �� and substitute them with their counterparts from 
��, thereby crafting a novel schedule variant �A. 

To robustly navigate through the solution space, this 
crossover procedure is reiterated ⌈4 × C ⌉ times, where C is a 
prescribed constant from the interval (0,1) and S — the 
number of schedule variants in the population P. Such 
consistent application ensures that the offspring schedules are 
routinely infused with superior genetic material, driving the 
population towards enhanced optimization with every 
generation. 

In essence, our crossover methodology is both selective 
and adaptive, built on the foundation of recognizing 
weaknesses in one schedule and actively seeking to mitigate 
them with strengths from another. 

F. Mutation Procedure: Refining Genes for Optimized 

Scheduling 

In the optimization process within GAs, mutation plays a 
crucial role in diversifying the gene pool and facilitating the 
escape from local optima. Our focus on the mutation 
procedure centers around the amelioration of suboptimal 
genes in the schedule, a procedure pivotal to refining 
solutions. 

For any given schedule variant s within the population P, 
we administer mutations to a subset of classes characterized 
by the highest values of the local objective function (2). This 
subset comprises ⌈E × :⌉  classes, where M is a 
predetermined fraction and V signifies the total number of 
classes or genes. The purpose of the mutation operation is to 
refine these genes, possibly modifying several of their 
attributes — be it the day, time slot, location index, or the 
frequency for bi-weekly classes. 

Elaborating on the methodology for mutating the day of a 
specific class: a random number <F  is generated within the 
range [0, 1]. When <F is less than or equal to a predefined 
threshold E5F , the day value for that class is then 
randomized. Analogous procedures are followed for the 
mutation of the time slot, location index, and lesson frequency 
using respective randomly generated numbers <" , <G , and <H , 

each compared against their specific thresholds E5" , 
E5G and E5H. 

An important distinction is made concerning the frequency 
mutation: it is exclusively applied to classes that operate on a 

bi-weekly basis — either in the numerator or denominator. 
Classes that occur weekly remain unaffected in terms of 
frequency. 

Concludingly, the mutation procedure does not merely 
adjust the existing schedule but generates a novel variant that 
enriches the population. The original version is retained, 
ensuring that the mutation operation does not directly alter it, 
but rather contributes a refined variant to the pool. This 
method underscores our strategy to evolve the population 
progressively while preserving diversity and mitigating the 
risk of stagnation. 

G. GA  for Schedule Generation: A Comprehensive 

Overview 

In the ever-evolving field of schedule optimization, the 
utilization of GAs offers unparalleled potential. The outlined 
algorithm presents an advanced approach to generating class 
schedules for institutions of higher education, balancing 
efficacy with constraint adherence. 

• Initialization. Initiated by a set of predefined 
requirements, the algorithm commences by 
randomly crafting an initial population comprising of 
S schedule variants, where S is a predetermined 
constant. 

• Crossover Operation. The intricacy of the 
crossover mechanism stands highlighted in its ability 
to infuse fresh genetic material into the existing 
population. By implementing this procedure, the 
population augments by an additional ⌈4 × C ⌉ 
schedule variants, fostering diversity and enhancing 
the explorative capacity of the algorithm. 

• Mutation Operation. Subsequent to the crossover, 
the mutation procedure is invoked. Its quintessential 
purpose lies in refining schedules by tweaking genes 
identified as suboptimal. Remarkably, this procedure 
duplicates the population size as for every schedule 
variant, a modified counterpart is generated, 
targeting the rectification of unfavorable genes. 

• Post-operative population dynamics. Consequent 
to the aforesaid operations, the population burgeons 
to encompass  2 × ⌈1 + 4⌉  × C  schedule variants. 
This augmented set signifies a mosaic of original, 
crossed, and mutated schedules. 

• Selection Procedure. To streamline this expanded 
population, a rigorous selection procedure is 
employed. It meticulously cherry-picks S schedule 
variants that boast the most minimal values of the 
objective function (1). This ensures that the 
subsequent iterations of the algorithm operate on a 
refined subset of promising schedules. 

• Iterative Convergence. The algorithm repeatedly 
invokes the trinity of crossover, mutation, and 
selection procedures in alternation. The cessation 
criteria for this iterative process are twofold: the 
attainment of a pristine schedule variant with an 
objective function value of zero, symbolizing a 
schedule devoid of any constraint violations; or, in 
cases where such an ideal is elusive, the completion 
of a stipulated maximum number of iterations K. 
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• Key Assurances. A hallmark of this genetic 
algorithm iteration is its robustness against 
discrepancies in academic hours. Initial schedules 
are diligently curated to enshrine the precise number 
of academic hours for each class. Moreover, the 
subsequent crossover and mutation procedures are 
architected to be conservative regarding this 
attribute, ensuring that schedules never falter in 
terms of class durations. Thus, concerns about 
classes being underrepresented or excessively 
scheduled are meticulously obviated. 

IV. RESULTS AND DISCUSSION 

To evaluate the efficacy of the proposed modified genetic 
algorithm, a software application was developed using Java 
20. For the purposes of testing, input data were randomly 
generated to create class schedules of varying dimensions 
across three distinct experiments. 

A. Parameter Settings 

• Objective function parameters. The weightage 
values were selected as �� = 150, �� = 100, �
 =
50 , �� = 5  and �� = 20. Concurrently, the 
exponential parameters across all five categories 
were set to a uniform value: α� =  α� =  α
 =  α� =
 α� =  2. 

• The population size, pivotal for the genetic 
algorithm's exploratory capabilities, was locked at 
S=20. 

• Crossover Dynamics. For the crossover operation, 
the parameters were initialized as 4 = 0.5, 456�7 =
0.05 , and 456=> = 0.2 , optimizing the balance 
between exploration and exploitation. 

• Mutation Specifications. In the mutation operation, 
the general mutation rate parameter was set to E =
0.1, while the specific mutation ratios for day, time 
slot, location index, and frequency were uniformly 
set at MRM =  MRN =  MRO =  MRP = 0.25. 

B. Experimental Design 

To subject our model to a range of complexities and 
demands, three disparate datasets were crafted, each varying 
in its internal structural parameters: 

• Experiment 1. Incorporated a setting of : = 200 
classes, Q = 10  lecturers,  R = 5 student groups, 
and S = 10 class venues. 

• Experiment 2. Elevated the dimensions to : = 400 
classes, Q = 20  lecturers,  R = 10 student groups, 
and S = 20 class venues. 

• Experiment 3. Positioned at the highest complexity 
level with : = 800 classes, Q = 40 lecturers,  R =
20 student groups, and S = 40 class venues. 

Figures 1 to 3 depict the declining value of the objective 
function (1) for each iteration, illustrating the algorithm's 
journey towards optimization. 

 

Fig. 1. Experiment 1. V=200, L=10, G=5, and A=10. 

 

Fig. 2. Experiment 2. V=400, L=20, G=10, and A=20 

 
Fig. 3. Experiment 3. V=800, L=40, G=20, and A=40 

In experiments with varying complexities, the algorithm 
required 12, 34, and 103 iterations for Experiments 1, 2, and 
3 respectively to achieve this ideal result (the objective 
function (1) successfully converged to zero). 

In recent computational experiments, significant emphasis 
was placed on the merits of selectively replacing bad genes 
during the crossover operation and specifically modifying 
these adverse genes in the mutation phase. This approach was 
juxtaposed against a conventional method of the GA, wherein 
the crossover operation involved a general exchange of genes 
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and the mutation phase entailed arbitrary gene modifications, 
rather than a targeted alteration of the unfavorable ones. 

Evaluating the efficiency of both algorithms, three distinct 
sets of input data were processed. The results manifested 
noticeable disparities in the performance of the two 
methodologies. When the conventional genetic algorithm was 
applied to the data from the initial experiment, the value of the 
objective function only touched 200 post the 490th iteration. 
Following this, there was a notable stagnation in the 
optimization rate, culminating in the objective function 
attaining zero only after a protracted 6,343 iterations. This 
progression can be visually discerned in Figure 4. 

 

Fig. 4. Traditional GA Performance: Experiment 1 Data 

On the contrary, for the data derived from the subsequent 
experiments (2 and 3), the conventional version of the GA 
struggled significantly. Notably, even after a considerable 
10,000 iterations, it was unable to achieve a zero value for the 
objective function (1). The objective function values stagnated 
at 2,455 and 17,865 for the data extracted from experiments 2 
and 3, respectively. Such figures underscore a significant 
deviation, suggesting that the traditional genetic algorithm 
may be less adept at minimizing errors when compared to its 
modified counterpart. 

CONCLUSIONS 

Our modified genetic algorithm introduces a novel 
approach by integrating a local objective function to 
accurately identify and address "bad genes." This innovative 
technique emphasizes replacing these genes during crossover 
and mutation operations. This targeted strategy significantly 
accelerates the algorithm, especially beyond a certain iteration 
threshold where traditional GAs tend to decelerate 
considerably. In all three experiments, our method showcased 
a remarkable speed-up of over 1000 times compared to the 
conventional GA variant. 

 By ensuring a precise crossover and mutation strategy that 
prioritizes the preservation of academic hour integrity, the 
algorithm demonstrates both efficacy and efficiency. Tested 
across diverse complexities, it consistently generated 
constraint-free schedules promptly, attesting to its profound 
potential in addressing contemporary educational scheduling 
dilemmas. 
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Abstract — Creating effective means for the implementation 

of the filtering algorithms is an important task. The method 

significantly reduces the cost of the implementation due to the 

unnecessity of involving high-level experts and creating 

adaptive means, whereas it ensures the maximum speed with 

minimum computing resources. Such processing algorithms are 

expected to provide the possibility of easy implementation on 

microcontrollers and microprocessors. 

The usage of the neural network (NN) approach provides the 

possibility to quickly and with insignificant costs implement the 

compact NNs for filtering noise. This article considers three 

structures of NNs for filtering noisy signals. 

Herein, you can learn the following about NNs: 

• the possibility of their fast adaptation – tuning or training 

• the proof of their effectiveness for the emittance of signal 

under low value of signal to noise ratio 

• the results, which confirm the possibility to obtain simple 

NNs for signal filtering under high noise levels. 

Keywords — neural network, low signal to noise ratio 

I. INTRODUCTION 

The usage of NNs of various structures allows obtaining 
adaptive systems of data analysis [1-10]. A simplest NN 
whose structure fully corresponds to the recurrent digital IIR 
filter (Fig. 1) is described with the equation: 

���� = ∑ ��	 ∙ ���	
��
	�� + ∑ ��	 ∙ ���(	�)

��
	��  (1) 

The results of training the NN, which corresponds to the 
structure of the recurrent digital filter are given in [9]. 

It is known that while implementing such a type of filters, 
certain correlations between the coefficients are required to 
ensure their stability. For example, under � = � = 1, it is 
necessary to meet the condition ��� +��� = 1 . While 
training a NN, it may happen that the obtained values of the 
scales will not comply with the requirements. For various 
compositions of training sets, filters with different coefficients 
are obtained. If the filter coefficient values do not meet this 
requirement, the point may be that the selection of the training 
set of signal was wrong. Usually, in this case, the filtering still 
occurs but the signal level reproduction is poor. Then, to 
obtain better results, the correction of the training sets is 
required involving all possible types of noisy signals. 
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Fig. 1. Linear one-neuron recurrent NN 

The hope is that results could be improved when using 
more complicated NNs. Complication of the NN structure will 
require the transition to multi-layer NNs. Apparently, in this 
case, non-linear functions of activation are required, 
otherwise, the multi-layer NN with the linear function of 
activation is equivalent to the one-layer NN. Clearly, 
increasing the number of weight values and the non-linear 
activation function will require more computational resources. 
As a first step towards transitioning to a multi-layer neural 
network with a non-linear activation function, a two-layer 
neural network with the ReLU activation function shown in 
Fig. 2 is proposed. 
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Fig. 2. Structure of two-layer NN 

The next step is using the sigmoidal function of activation 
for the similar NN structure. The training of NNs was 
executed with the gradient method with the adaptive training 
speed. While implementing digital filters through the NN 
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training, the selection of the training set is very important. To 
train NNs, data simulated under various values of signal to 
noise ratio and touch duration was used. 

To estimate the filter effectiveness, such criteria were used 

• reducing the noise level 

• delayed reaction of the filter to 
appearance/disappearance of the signal 

• reproduction of the level of the useful signal. 

While working with sensor panels, most important are the 
following factors: detection of the touch itself and its duration 
under low signal to noise ratio. 

II. RESULTS 

As it was mentioned earlier, an important task is the 
selection of a training set that can train the NN to recognize 
the required behavior: 

• for most of possible cases of incoming signals 

• the limit values of the parameters 
o the minimal signal to noise ratio 
o the minimal touch duration. 

Digital experiments showed that the properties of filters 
that were obtained through training a NN significantly depend 
on the training set. Therefore, the training was executed with 
two sets of data: 

• set SL1 – contains a set of signals of various 
levels and duration touch (Fig. 3 a) 

• set SL2 – contains a fixed value of the level and 
duration of touch (Fig. 3 b). 

  

            (a)    (b) 

Fig. 3. a) Training signal SL1 under different levels and duration (SNR=2) 
b) – training signal SL2 under identical levels and duration (SNR=1) 

The signals levels consider the limitation of the output of 
the sigmoidal function of the NN activation. The signals were 
mixed with white noise of the zero mean value and given 
dispersion. The correlation signal/noise was defined as 
follows: 

   ��� =
�

�∙�� !"#
   (2) 

where ℎ – the signal level, %	�&'(− standard deviation of the 

white noise. 

The results of training NNs under the specified types of 
the training signal are showed in Fig. 4-6. The research was 
done for two-layer NNs with 16 neurons in the input layer and 
1 neuron in the output layer. The research proved that such a 
structure can be considered the optimal. The reduction of the 
quantity of neurons in the input layer significantly deteriorates 
the results, whereas the increase of the quantity of neurons 
does not improve the results significantly. Also, the research 
proved that for training, noise levels higher than the limit 
levels of signals, which the given filter is expected to provide 
must be selected. 

  

            (a)    (b) 

Fig. 4. Linear filter: a) signal SL1; b) SL2 

  

            (a)    (b) 

Fig. 5. Two-layer NN with activation function ReLu: a) signal SL1; b) 
signal SL2 

  

            (a)    (b) 

Fig. 6. Two-layer NN with sigmoidal activation function: a) signal SL1; b) 
signal SL2 

The main criterion to access the training quality was the 
reduction of the noise level after transition of the signal 
through the filter: 

   ) =
�� !"#

�*"#!"#
=

+,-*"#!"#

+,-� !"#
        (3) 

The results of training are given in Table I. 

TABLE I. THE RESULTS OF TRAINING NNS UNDER TWO TYPES OF THE 

TRAINING SIGNALS 

# NN 
Type of 
signal 

Average error 
of training 

К 

1 
Linear filter 

SL1 0.05 1.3 

2 SL2 0.05 2.4 

3 

ReLu 

SL1 0.02 1.4 

4 SL2 0.03 2.2 

5 Two-layer 
sigmoid 

SL1 0.02 1.6 

6 SL2 0.0075 12.3 

Analyzing the data from Table I, the following can be 
concluded: 

• The results of training and filters obtained after training 
significantly depend on the training signal due to the fact 
that the NN must be trained to recognize what we want 
to reproduce (do) first of all – reduce the noise or 
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reproduce the spike and the level of the signal. 
Apparently, the requirements must be balanced. 

• When training NNs with signal SL1, the average error 
for different filters does not differ significantly as well 
as the value of the noise reduction K. Complication of 
the NN under this signal is not effective. The selection 
of the training signal was wrong. 

• Under SL2 training signal, the training results are better 
and depend on the complexity of the NN. This is because 
a simpler or better-defined training signal indicates to the 
network what we want to achieve at the output. 

• The nearly ideal result is obtained when training the NN 
with the sigmoidal activation function and structure 16-
1 with SL2. 

The difference in the filtering quality can also be explained 
in the following way: 

Low-frequency filters are implemented with the help of NNs, 
but signal SL1 has a broad spectrum (availability of high-
frequency components). So, the filter will either properly filter 
the noise and spoil the impulse reproduction or will poorly 
filter the noise. Under SL2 similar signal, the spectrum is 
narrower, therefore it is easier to separate the useful signal 
from noise. 

Apparently, the conclusions from the training results must be 
fully confirmed by the testing of trained NNs. 

All the filters were tested using the signal showed in Fig. 7 
under different levels of noise (different values of SNR). 

 

Fig. 7. Example of signal for testing (SNR=2) 

The results of testing under different levels of the input 
signal noise for the linear filter are given in Table II. 

TABLE II. RESULTS OF TESTING UNDER DIFFERENT LEVELS OF INPUT 

SIGNAL NOISE FOR LINEAR FILTER 

Linear filter 

Signal for training 
Training signal SNR 

0.5 1 2 4 8 16 

SL1 - 1.5 1.5 1.4 1.5 1.6 

SL2 3.5 3.7 3.4 3.1 4 3.6 

For the case of training signal SL1, under SNR < 1 values, 
the filtering does not occur and the signal at the output even 
does not respond properly to the input signal (Fig. 8 a). Under 
lower levels of noise, the filter works but the quality of the 
filtering is poor (Fig. 8 b). This can be explained by the wrong 
selection of the training signal. 

Much better results are obtained with training signal SL2. 
Even under SNR < 2, the noise filtering works (Fig. 9 a) and 
this property remains under lower levels of the input noise 
signal. 

 

  

  a) SNR = 0.5         b) SNR = 8 

Fig. 8. Test results for training signal SL1 

  

  a) SNR = 1         b) SNR = 8 

Fig. 9. Test results for training signal SL2 

The results of testing are given in Table III: under different 
levels of the input signal noise, for the filter implemented with 
a two-layer NN with 16 neurons in the input layer, under the 
activation function ReLu. 

TABLE III. RESULTS OF TESTING UNDER DIFFERENT LEVELS OF NOISE 

FOR ACTIVATION FUNCTION RELU 

ReLu 

Signal for training 
Training signal SNR 

0.5 1 2 4 8 16 

SL1 - - 1.7 1.7 1.9 2.0 

SL2 2.0 2.0 3.3 3.7 6.3 1.6 

For training signal SL1 under SNR = 0,5 and SNR = 1 of 
the input signal, the signal on the output is not reproduced, so, 
no point talking about the filtering (Fig. 10 a). Under higher 
SNR values, the signal level is reproduced almost well 
although there is practically no filtered signal shift. But under 
such conditions, the noise reduction is insignificant, so, the 
usage of such conditions is pointless (Fig. 10 b). 

  

  a) SNR = 0.5         b) SNR = 8 

Fig. 10. Test results for training signal SL1 

For filters obtained under SL2, the situation is much better. 
The examples of the filter performance are showed in Fig. 11. 
Under SNR = 0,5 and SNR = 1, the signal is reproduced 
qualitatively. The filtration is present but the signal spike 
shape and level differ much from the actual signal. The signal 
level is reproduced only qualitatively. The flat surface of the 
signal is not reproduced. The time shift is insignificant. The 
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filter can be used when only the time of the detection and 
availability of a touch are important (Fig. 11 b). Here, at 
SNR=16, the filtration turned out to be much smaller due to 
the peculiar shape of the impulse peak obtained as a result of 
the filtration – Fig. 11 b. 

  

  a) SNR = 1         b) SNR = 8 

Fig. 11. Test results for training signal SL2 

Apparently, in this case, only the noise filtering is 
important, not the defining of the signal level (value). 

The final case is the results obtained when using a two-
layer NN with the sigmoidal activation function. The results 
of the testing under different noise levels of the input signal 
for a filter implemented with the two-layer NN with 16 
neurons in the input layer are given in Table IV. 

TABLE IV. RESULTS OF TESTING UNDER DIFFERENT LEVELS OF NOISE 

FOR ACTIVATION FUNCTION RELU 

Sigmoidal function 

Signal for training 
Training signal SNR 

0.5 1 2 4 8 16 

SL1 - - 3.5 3.6 3.6 3.6 

SL2 - - 7.7 7.8 6.5 6.8 

Under the SNR < 2 values, the signal is not reproduced 
(Fig. 12 a). Starting from the noise level SNR = 2, signal is 
reproduced and filtered. 

  

  a) SNR = 0.5         b) SNR = 8 

Fig. 12. Test results for training signal SL1 

  

  a) SNR = 0.5         b) SNR = 8 

Fig. 13. Test results for training signal SL2 

Similarly to training signal SL1, under SL2, signal is not 
reproduced when SNR < 2 (Fig. 13 a). Starting from noise 
level under SNR = 2, signal is reproduced and filtered. The 
signal level is not reproduced, is stable, and a little smaller 
than the signal under which the NN was trained. 

For this case, the K value is the biggest, which means that 
the filtering of high-frequency noise is the best. Another 
positive factor is that the delay of the signal front is practically 
absent and is 1-2 steps of discretization. 

CONCLUSIONS 

Apparently, the selection of the training set is very 
important for obtaining the best filters. For our case, it is 
obvious that the training set SL2 is better. Analyzing the 
results of the study of filters implemented using three types of 
neural networks allows us to make the following conclusions: 

• The linear filter is the best if the filtering objective is 
simultaneous noise filtering and obtaining the signal level 
value under the minimal time shift. The linear filter: 
reproduces the signal level properly, gives a small-time 
shift, has the filtering properties – K = 3-4. 

• The winner is the two-layer NN with sigmoidal function if 
the main task is to obtain the moment of touch appearance 
and disappearance, and determining the absolute level 
value is not necessary. The biggest value K = 6-8 under 
the minimal time shift. 
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Abstract — Social networks can show the general mood of 

the population or groups interested in a specific topic. Machine 

learning will recognize people's moods in posts and 

automatically classify them according to preferences. Often, the 

problem is a lack of training data, which can now be solved using 

ChatGPT. Before use, the training data is preprocessed and 

verticalized. Web scraping from real social network data can be 

used as test data to evaluate neural network performance. A 

decision tree machine learning algorithm is used for data 

classification. The study's results may be of interest to analysts 

and page managers on social networks Facebook and 

Instagram. 

Keywords — web scraping, social networks, data processing, 

machine learning, data analytics 

I. INTRODUCTION 

According to the latest studies [1–3], people spend a large 
part of the day on social networks in order to quickly exchange 
information or share impressions while browsing the news. In 
general, analysts can understand news sentiments not only by 
the number of likes or comments, but also by the context of 
the comments. The text of comments will more accurately 
reflect the mood of users under posts on social networks. 
Facebook has different types of icons with emotions for posts 
to show the general picture about the emotions of users. In 
Instagram, users can also like posts, but it is impossible to 
understand the reaction of other users without comments. This 
is due to the fact that users usually do not post anything when 
they are not interested, given the lack of options for a quick 
response to posts. The described study can be a result for the 
analysis of information trends [4, 5]. 

A classification based on machine learning methods can 
provide quick classification of the reaction of the text in the 
comments. During the training phase of the model, collecting 
a large amount of data and labeling it as positive or negative 
comments is not an easy task. With a large ChatGPT product 
created based on the Large Language Model, a training dataset 
can be generated that automates data collection. 

II. METHODS AND TOOLS 

A. Web scraping process 

The web scraping process consists of collecting text from 
attributes using the search for unique element locators in the 
Document Object Model (DOM) tree. Among the possible 
descriptions of locators are XPath, CSS, search by id, class or 
tag. Among them, XPath and CSS are considered the most 
reliable, considering the peculiarities of modern site 
development with variable class names and identifiers. In 

addition, frequent use of JavaScript code is required for page 
navigation and other actions with dynamic elements.  

Access to web page elements can be automated using the 
Selenium library. In this way, the web driver of a particular 
browser can be used to access elements of a web page. 

B. Used tools for text classification 

The main programming language used in this work is 
Python, which is quite convenient for working with data due 
to libraries for data analysis, machine learning and 
visualization of results. 

At the first stage, integration with the OpenAI library was 
used and a connection was made using a key to generate data 
for training. This library allows you to work both with 
ChatGPT in request-response mode. 

Matplotlib library was used for visualization in the form 
of dependency graphs, pandas for working with CSV files, 
and numpy for mathematical operations. All processes related 
to natural language processing were implemented using the 
sklearn library. 

III. IMPLEMENTATION 

In general, the process of classifying text from comments 
in a social network post can be divided into the stage of 
preparing text data, training a neural network based on this 
data, and testing based on real data as shown in Fig. 1.  

 

Fig. 1. Visualization of process learning and classification text 

Generating data from positive and negative comments is 
important for the quality of learning, so it should be specific 
to a certain topic. In this work, the topics of environmental 
protection and the study of public attitudes related to their 
change were chosen for training and testing. 

The development stage of such a system includes the 
training of a neural network based on the generated data. 
Labeled data in the file according to the principle of positive 
and negative comments. 
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A. Generating data and preprocessing text 

For a request in OpenAI, you need to specify engine, 
prompt and maximum token as parameters in the create 
method in Completion. Two requests were made to generate 
negative feedback about environmental issues and positive 
feedback about green energy. We collect the results in a csv 
file, but as shown in Fig. 2, the data must be cleaned of 
unnecessary punctuation marks and symbols. These 
characters affect the reading of the document. 

 

Fig. 2. Negative dataset 

As in Fig. 3 shows an example of the generated data 
except for the comment column, the generated usernames and 
dates are added. For training, randomly added labels with 

mood as 1 positive comment and 0 negative.  

 

Fig. 3. Full dataset 

Before training, the text was verticalized using the ready-
to-use TfidfVectorizer from the sklearn library. As a result, 
such a translation into a numerical representation of the text 
will help to distinguish between different texts. 

B. Training model 

The learning process consists in choosing a classifier 
(Random Forest, Decision Tree, Caussian Naïve Bayes, K 
Neighbors, Support Vector) and calculating the efficiency of 
the algorithm based on metrics. In Fig. 4 shows the 
differences in training based on the accuracy score metric for 
positive and negative feedback. As a result, the highest scores 
in the Decision Tree classifier are 92% different based on 
positive comments and 100% based on negative comments. 
Other classifiers have lower indicators, this may be due to 

implementation features.  

 

Fig. 4. Results of classification using Random Forest, Decision Tree, 
Caussian Naïve Bayes, K Neighbors, Support Vector 

The amount of data used for training is 500 records of 
positive comments and 500 records of negative comments. 

C. Data collection 

The process of reading data consists in searching for posts 
on a certain topic and reading text from comments by scrolling 
through them. The reading process is automated using the 
Selenium library and tested on Instagram and Facebook social 
networks. 

As shown in Fig. 5, a post under the tag #greenenergy is 
opened, the comment button is clicked (the button called 
"View all comments") and the texts from the comment 
elements are read.   

 

Fig. 5. Visualization of collecting process from Instagram 
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A similar algorithm is used to collect comments from the 
Facebook page as it is shown in Fig. 6. The difference lies in 
the different paths to the elements and buttons that are 
specified for assembly. 

 

Fig. 6. Visualization of collecting process from Facebook 

In this case, the data is written to a file and submitted to a 
neural network for sentiment recognition. However, it is 
possible to recognize such phrases in real time. Each time a 
new comment is submitted to the input of the neural network. 

IV. RESULTS AND ANALYSIS 

Conducting analytics on user sentiment under the topic can 
be done after classifying texts based on comments under the 
post. As shown in Fig. 7, part of the comments from the post 
from the social network Instragram is classified and the 
information is displayed in the console view. In the same way 
it is done for comment of post in Facebook. All information is 
summed and after the last available comment will be displayed 
in the form of a bar chart with two columns. This dependence 
graph will show the ratio of the number of comments in the 
reference number of all posts to negative or positive.  

It is best to compare the results of opposite subjects to 
check the adequacy of the classification. Therefore, posts 

under tags about environmental problems and changes related 
to green energy were chosen for testing. In addition to user 
classification analytics, you can compare the number of likes 
and their type to the percentage of comments classification. 

 

Fig. 7. Visualization of process classification text based on comment 

These parameters may be related to each other, taking into 
account the fact that the number of likes in a post may be less 
with negative comments, and more with positive comments. 
The indicated trend with negative comments may be due to 
the lack of ability to respond to information with likes in such 

quick methods due to the absence of a choice of emotions 

A. Testing based on comment in post about enviromental 

issue 

In recent years, the process of classifying texts on the topic 
of environmental impacts has had a particularly negative 
impact on society. For example, such eco-disasters that have 
occurred in the world, whether it is a depressurization of a gas 
pipeline in the ocean, a hurricane, or a dam explosion. 

If we take for analysis the information from the comments 
of the Instagram post shown in Fig. 5, the number of negative 
comments is quite large and equal to 71 percent. 

 

Fig. 8. Result of classification for environmental issue related to transfer of 
oil and gas in ocean from Instagram post 

In this post, the information is more general and for most 
of the users who left a comment, it is outrageous. A part of the 
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text identified as positive may contain large comments with 
ambiguous texts during recognition, as was the case in Fig. 7.  

More interesting cases for analysis are recent events that, 
in addition to environmental consequences, have a global 
political context. To analyze the comments, a post with a 
video showing the consequences of blowing up the 
Kakhovska dam was chosen, as shown in Fig. 8. 

 

Fig. 9. Comments from Facebook post about Kakhovska dam 

 After the classification of 372 comments, the result of the 
comments showed a lot of negative comments of 52 percent.  

 

Fig. 10. Result of classification for environmental issue related to  
Kakhovska dam from Facebook post 

 However, many texts are dismissed as positive, which may 
be due to a lack of training data or the presence of bots. 

B. Testing based on comment in post about green energy 

From the Facebook post shown in Fig. 6 comments were 
collected and classified into two groups, positive and negative. 
Here is a post about green energy. 369 comments were 
processed in this post. The result of such classification with 
data is shown in Fig. 10. 

 

Fig. 11. Result of classification for green energy topic from Facebook post 

The total number of positive comments about changes in 
nature with the introduction of green energy. A small part of 

17 percent of users either left ambiguous comments or used 
negative words in the text of comments. 

A post from Instagram about news about environmental 
things is shown in Fig. 12. In general, the news is described in 
a good way and comments are expected to be mostly positive. 

 

Fig. 12. Comments from Instagram post about Kakhovska dam 

The classification results are shown in Fig. 13, where 68 
percent of comments are positive. This shows that this method 
of detecting general sentiments in the news can be used. In the 
future, the work should increase the data sets, perhaps this will 
improve the accuracy of the determination in the texts. 

 

Fig. 13. Result of classification related to Good Eco News from Instagram 
post 

C. Comparing number of likes to comment sentiments 

The relationship between the number of comments and 
the number of likes can be, which show some things about 
the behavior of a person in social networks. The number of 
comments and likes in the social network under different 
posts may differ depending on the topic of the post and 
features of Instagram and Facebook as shown in Table 1. 

TABLE I.  COMPARATIVE TABLE OF POSITIVE AND NEGATIVE 

COMMENTS AND THE NUMBER OF LIKES FOR SPECIFIC TOPICS  

Social 

Network 
Topic 

Number 

of likes 

Comments, % 

Positive Negative 

Instagram 

Transfer of 
oil and gas 
in ocean 

7026 29 71 

Good Eco 
News 

312 68 32 

Facebook 

Kakhovska 
dam 

372 48 52 

Green 
energy 

369 83 17 
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For analytics, the number of likes on the page and 
comments can serve as an alternative. However, this 
information is general and it is difficult to understand why this 
topic is impressive. But when working with texts, you can 
highlight the main most frequent words from the comments of 
a social network post. This method can help to understand the 
subject or the reason for such sentiments. Facebook has 
different types of like icons (sad, angry and happy) that can 
simultaneously signal outrageous information or vice versa.  

Overall, the classification can be considered successful for 
several examples. The disadvantage is the limited use of the 
trained model for other texts with different topics where the 
recognition is different. As an alternative to data collection for 
training, artificial texts from ChatGPT can be used. 

The support system for making innovative business 
decisions regarding the implementation of investment projects 
[6, 7] in this direction is also important here, especially in 
conditions of instability, complexity and ambiguity, 
uncertainty and risk [8–10]. At the same time, it is necessary 
to take into account the peculiarities, specifics and individual 
aspects of the use of information systems and technologies, 
taking into account the methods and tools, management 
standards, information processing and parameters assessment 
criteria [11–15], existing conditions [16, 17], values of 
sustainable development and modeling aspects [18–22]. 

CONCLUSIONS 

Sentiment analysis is performed based on the analysis of 
classified comments on social networks Instagram and 
Facebook posts. The training process is performed based on 
the generated data of positive and negative feedback from 
ChatGPT. The specifics of the classification are chosen for 
green energy as positive feedback and negative as 
environmental factors and will not be suitable for others. 
Selected real reviews from posts from similar posts by topic 
and automatically collected data from comments. All 
comments are divided into two groups, positive and negative, 
and dependence is shown for selected topics. Such a 
comparison of parameters makes it possible to analyze the 
general mood of users in social networks. 
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identified, and the essence of the online platforms, which are 
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I. INTRODUCTION 

Currently, for the scientific community and entrepreneurs 
who seek to develop and use additional methods of financing 
for the development of their activities, to further develop 
their business and innovative activities. Therefore, there is an 
increasing need for significant financial support. This applies 
to both small and medium-sized enterprises and the scientific 
community, precisely in the situation of limited access to 
loans and additional financing of a specific field of activity. 
But in the conditions of a full-scale war in Ukraine, it has 
become more difficult for the scientific community, 
enterprises to exist and develop even with a good financial 
situation, it is difficult to get access to affordable loan prices 
and with the current state of funding of scientific institutions. 
In developed countries, the solution to this problem can be 
found in many ways through online platforms, whose 
influence is felt all over the world. 

A long time ago, J. A. Schumpeter (1950) spoke in a 
similar context about "storms of creative destruction" that 
can take hold and begin to destroy established ways of doing 
science and business. Today, in developing countries, 
crowdfunding is one such way of financing that can change 
traditional business management and support the financial 
situation in scientific structures. In the conditions of the 
development of the market economy of Ukraine, the issue of 
finding various sources of funding is becoming more and 
more important for both scientists and entrepreneurs [1]. 

According to H. Le Bon (1895). While all our ancient 
beliefs are shaking and fade away, while the old pillars of 
society are given way one after another, the power of the 
mob is the only power which is not threatened, and whose 
prestige is ever increasing. The age we are about to enter will 
indeed be the age of the crowd" [2].].  

II. METHODS OF INVESTIGATIONS 

For the scientific justification of the results of 
crowdfunding research and crowdfunding platforms as 
alternative financing in Ukraine, a statistical, theoretical and 
generalization method was used. Such general scientific 
methods and techniques as scientific abstraction, grouping, 
classification, comparison, induction, deduction, analysis, 
synthesis and others are applied directly in the research 
process. 

III. RESULTS AND DISCUSSION 

Due to the current unstable situation in Ukraine, it is 
necessary to use progressive ways of development in order to 
improve the economy. For the creation and development of 
new business ideas, projects, startups, first of all, financial 
resources are needed. Therefore, there is a need for the 
newest methods of investing, one of them is crowdfunding. 
Crowdfunding is an alternative form of financing, a powerful 
tool for attracting financial resources. 

Today, the collective effort of individuals pooling their 
resources, usually via the Internet, to support efforts initiated 
by other people or organizations is defined as crowdfunding 
(De Buysere et al., 2012). Crowdfunding is a disruptive 
financial intermediation technology with a number of 
challenges that politicians cannot afford to ignore. Many 
authors pay attention to the nature of crowdfunding and 
explore the main conditions of its use in different ways 
(Table 1) [3]. 

In general, we define crowdfunding as an opportunity to 
attract financial funds, resources of the "crowd" via the 
Internet. The subject of this study is the study of the main 
conditions for the development of crowdfunding throughout 
the world, the needs and prospects of its use in Ukraine. 

Crowdfunding is the collective effort of a large number 
of people pooling small amounts of capital to fund a new or 
existing business or scientific community. For each 
campaign, the institution sets a target amount of money and a 
fixed period of time, each day is counted, and the collected 
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money is counted so that visitors can follow its success 
(Statistics Portal). 

TABLE I. Theoretical approaches regarding the essence of crowdfunding 

№ Author Definition of crowdfunding 

1 S. Moeller [4] Customers involved in crowdfunding are not 
only integrated at the stage of service 
provision, but also contribute to the 
development and customization of the offer. 

2 A. Ordanini [5] Requesting financial resources online and 
offline in exchange for a reward offered by 
the creator, such as recognition, experience, 
or product. This is an initiative aimed at 
attracting funds for a new project by 
collecting small and medium-sized 
investments from other people (crowd). 

3 A. Schwienbacher, 
B. Larralde [6] 

An open solicitation, preferably via the 
Internet, for financial resources in the form 
of donations or in exchange for some other 
form of reward and/or voting rights to 
support an initiative for specific purposes. 
Crowdfunding can be seen as a combination 
of the concepts of crowdsourcing (i.e. 
seeking funding from the crowd) and 
microfinancing (small contributions; no 
collateral). 

4 P. Belleflamme, 
T. Lambert, 
A. Schwienbacher 
[7] 

An open appeal over the Internet for financial 
resources in the form of a monetary donation, 
sometimes in exchange for a future product, 
service, or reward. 

5 M. Poetz, 
M. Schreier [8] 

Crowdfunding draws inspiration from 
concepts such as microfinance. 
Crowdfunding represents its own unique 
category of fundraising, facilitated by a 
growing number of Internet sites dedicated to 
the topic. 

6 Z.J. Griffin [9] Crowdfunding essentially involves a 
sequence of processes by which a scientist or 
entrepreneur publishes a request for funding 
on a crowdfunding platform or website with 
a description of the proposed project. 

7 G. Burtch, 
A. Ghose, 
S. Wattal [10] 

All crowdfunding operations are done 
through online crowdfunding platforms, 
which also provide convenient facilities for 
all fund exchanges. 

8 C.S. Bradford [11] Crowdfunding can be presented differently 
according to the current situation. 

9 O.M. Lehnera [12] In the context of social entrepreneurship, 
crowdfunding is praised in the media for its 
multifaceted potential. 

10 R. Wash [13] Crowdfunding can be done in many ways - 
through an open call on a web page, by 
posting an announcement in a public place, 
or through an organized online marketplace 
called a crowdfunding website. 

 
For Ukraine, crowdfunding can be more effective than 

traditional methods of financing, but for this it is necessary to 
learn from already developed world experience to understand 
how crowdfunding works. 

The development of crowdfunding in Ukraine is possible 
with specific strategies. According to World Bank research, 
they can be defined as economic, social, technological and 
cultural strategies. Economic strategies are represented by 
crafting exemptions from securities rules that allow for easy 
registration of shares, strategically linking crowdfunding 
with patriotic and cultural ideas. Social strategies involve top 
social media, experts/bloggers, "other tastemakers" who 
engage with audiences; media and educational activities that 
promote awareness; regular crowdfunding events with 
trusted third parties to teach successful practices. Technology 
strategy refers to lessons learned from the developed world 

to identify gaps in existing technologies for online financial 
transactions. Cultural strategies are represented by existing 
incubators/accelerators/other co-working spaces as centers 
for funding innovation, promoting the trust of professional 
investors and consumers in crowdfunding through open 
communication. 

Every year, the results grow thanks to crowdfunding 
activities. In order to spread this way of investing, it is 
important to have easy access and understanding of aspects 
of crowdfunding activities. This will give an opportunity to 
gain trust from potential investors. Therefore, in our time, 
this topic is more than relevant for consideration. 

Crowdfunding platforms are guarantors of the integrity of 
newly created projects and organizations, but there are still 
not a large enough number of them operating today. 
Crowdfunding platforms can be used not only to attract 
external funding, but also to test a business idea for viability 
and demand in the economic market, to enter foreign 
markets, and also as an informational opportunity to attract 
the attention of the media, sponsors, investors and business 
incubators to projects Crowdfunding, even if it is 
institutional, should be used as an additional source of 
income for the organization or external capital to start the 
project [14]. 

Since the beginning of the full-scale war in Ukraine, the 
use of crowdfunding platforms has become more and more 
relevant. First of all, the purpose of creating projects is 
charitable contributions from users who want to support 
ideas aimed at overcoming the consequences of military 
actions in Ukraine. Since on these platforms, funds are being 
collected to finance such projects as: "FluRArium - leaflet 
for refugees", "Etis.help - delivery of humanitarian aid", 
"School of aesthetic education of children of forcibly 
displaced people" on Spilnokosht. On the platform 
"Dobro.ua - Ukraine above all!" This project was created for 
the purpose of collecting charitable contributions from users 
who wish to support projects aimed at overcoming the 
consequences of military operations in Ukraine, including 
helping military personnel and civilians affected by military 
operations. On the "My City" platform, all collected funds 
are directed to the defense of the city of Odesa. The total 
amount of collected funds currently amounts to more than 89 
thousand UAH. The funds are directed to the purchase of 
medicines, food products for the Armed Forces, hospitals 
and maternity homes (Table 2). 

TABLE II. Ukrainian crowdfunding platforms 

Name Description of the platform 

Spilnokosht 
[15] 

One of the most successful crowdfunding platforms in 
Ukraine is «Spilnokosht», which was created in 2012 by 
the online site biggggidea.com. It was created in 2009 
with the aim of exchanging ideas between enterprising 
people, that's why it's called «Big Idea». The platform 
hosts projects in the fields of health care, education, 
literature, sports, music, science, professional travel and 
journalism. With the help of this platform, people mainly 
finance festivals, public television, radio, documentary 
and medical projects, urban innovations. 

Na-Starte [24] This crowd platform was created by an Odesa IT 
company. Started working on February 1, 2014. Its main 
goal is the development of cultural ideas and innovations 
in Ukraine. Today, there are more than a hundred 
projects that have been launched on this platform, 15% 
of which have found the necessary funds, having 
collected more than 100,000 UAH. Despite the fact that 
it is an Odesa platform, projects from Zaporizhzhia, 
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Kyiv, Cherkasy, Dnipro, etc. are also launched on it. 
Using the platform Na-Starte 3.7 million UAH (124% of 
the declared collection amount) were collected for the 
filming of Georgy Deliyev's film "Odessa Znaida". 

GoFundEd 
[18] 

Created by the public organization Center for Innovative 
Education "Pro. Svit". The platform was created to 
implement educational ideas. The authors of the projects 
are mostly teachers, students, and public activists. 
GoFundEd since 2016, has been providing school teams 
with mentoring support and support in the 
implementation of projects in schools, teaches 
cooperation, communication and transparent fundraising. 
Since the existence of the platform, more than 200 
projects have been published, of which more than half of 
the projects have been successfully financed and about 
3.5 million UAH have been received. for their financing. 

RazomGo [17] This platform was created in 2018. With its help, you 
can attract financing for projects in various fields: 
education, sports and health, art, games, design, etc. 
Also, this platform offers special training, which 
includes checklists and step-by-step instructions for 
starting the project and support from a curator who will 
always give advice and help to complete everything 
clearly and efficiently. 

Dobro.ua [19] This platform was founded in 2011 by the International 
Charity Fund "Ukrainian Charity Exchange", the founder 
and initiator of which was the Viktor Pinchuk 
Foundation. On August 12, 2020, the foundation carried 
out a complete update of the largest online charity 
platform of Ukraine, which was named Dobro.ua About 
449 million UAH were collected on the platform during 
its long-term work. and almost 6,000 projects were 
supported. On the website, you can track the progress of 
fundraising for social projects in various spheres of life: 
medicine, education, culture, ecology, as well as support 
for local community initiatives. 

My city [20] This is a local crowdfunding platform that was created in 
Odessa in August 2015. The purpose of its creation was 
to improve the standard of living of citizens and 
implement local social projects in such cities as: 
Kharkiv, Odesa, Dnipro. Over 3.6 million UAH were 
collected during its operation on the platform. and more 
than 100 projects were successfully financed. 

StartEra [26] StartEra – an innovative crowdfunding platform for 
hosting and promoting creative, social and technological 
projects, as well as public initiatives with the financial 
support of those who support and cheer for the 
development and implementation of innovative projects. 
Platform founders: Lviv Polytechnic National 
University, Lviv Startup School, "Your City" media hub. 
The platform focuses on socially significant projects and 
positions itself as one that helps you create your own 
product without using loans. 

Komubook 
[25] 

Komubook – the first Ukrainian platform that works on 
the principle of reward for contribution. The platform 
selects a book worth publishing and evaluates its value. 
If the project is approved, it is published on the website 
and a fundraiser is announced, which can last from 30 to 
60 days. When the required amount is accumulated, the 
book is issued and sent to all bakers. If the required 
amount of funds is not collected, then the platform has 
the right either to finance the publication with its own 
funds and still publish the book, or to oblige to return the 
funds to all backers. A backer is a person or organization 
that financially supports a project (team) during a 
crowdfunding campaign. 

 
One of the famous crowdfunding platforms is the Internet 

platform "Kickstarter" – this is a site for financing creative 
projects under the shared cost scheme. The founder is the 
USA, the platform won the award National Design Awards. 
The number of subscribers is 981,383. The stated mission of 
the company is to help implement creative projects. 
KickStarter funds a variety of projects in 13 categories: art, 
comic, dance, design, fashion, film and video, food, video 

games, music, photography, publishing, technology, theater. 
As of 2022 KickStarter received almost 6 billion dollars from 
20 million supporters to finance 205 thousand projects [3; 
22; 23]. The platform is open to supporters from anywhere in 
the world and to creators from many countries (Table 3, 
Table 4) [21]. 

TABLE IІI. Ukrainian projects on the KickStarter platform 

№ Project name The final product Funds raised, 

thousands $ 

1. Petcube Gadget for remote 
monitoring of pets 

251 

2. LaMetric A universal clock that, in 
addition to the time, 
shows other useful 
information from the 
Internet 

370 

3. iBlazr Flash for smartphones 56 

4. FORCEemotion Asmart bracelet that 
tracks physical condition 

30.314 

5. Phonster Phone holster Under 
consideration 

(approval) 

6. KrakenFix Ski attachment, on the 
shoulders 

10 

7. GreenNanny A device that provides 
individual watering of 
plants 

5.717 

8. Planexta A smart bracelet that 
tracks your emotional 
state 

130 

9. GearEye System for finding lost 
things 

558 

 
The platform was created to implement educational ideas. 

The authors of the projects are mostly teachers, students and 
public activists. 

TABLE IV. Ukrainian campaigns that started their career on Kickstarter 

№ Campaign 

name 

Orientation 

(what does he 

do) 

City/ Year of 

establishment/ 

The founders 

Final products 

1. Ugears Production of 
wooden 
mechanical 3D 
structures 

Kyiv 
2014 

Gennady 
Shestak 

Ukrainian 
constructor for 
adults and 
children 

2. Emotion 
Labs 

Development of 
methods of 
interpreting 
signals from the 
human body 
and devices 
using these 
methods. 

Kyiv 
2014 

Elizaveta 
Voronkova; 

Ilya 
Kuharenko 

- EMwatch (a 
smart watch for 
corporate 
clients with 
wrist pressure 
measurement 
technology); 
- EMtracker a 
device (namely, 
a bracelet) for 
recognizing 
stressful 
conditions in 
loved ones. 

 

A crowdfunding platform whose main goal is the 
development of cultural initiatives and innovations in 
Ukraine. The biggest success of the platform so far is the 
fundraising in early 2017 for a feature film "Odessa Znayda" 
by the director Georgy Deliyev (3.7 million UAH were 
collected out of the required 3 million UAH). 

A popular practice of some startup schools is to help 
prepare a project for placement on a crowdfunding platform. 
The first school that announced itself is Tech StartUp School 
– startup school founded by Lviv Polytechnic. 
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Among the successful projects, most raise from 1,000 to 
9,999 dollars. These dollar amounts fall under the following 
categories: Design, Gaming, and Technology [22]. 

CONCLUSIONS 

So, crowdfunding platforms are one of the newest tools 
for attracting investments, which is developing and gaining 
popularity nowadays. This economic category serves as an 
alternative financing for individuals for various projects or 
development of business ideas. This method of investing has 
a fundamental feature that is not typical of financial 
investments - it is open to everyone. 

Features of crowdfunding are a high level of 
accessibility, since the main platform for financing is an 
Internet platform, that is, there is no need for intermediaries; 
reduction of both financial and time costs for searching for 
investors or projects for financing; there are no territorial 
restrictions on fundraising. 

The conducted analysis allows us to claim that 
crowdfunding in Ukraine shows a stable growth in the 
development of science, the popularization of scientific 
discoveries, and scientists. Ideas for startups are increasing, 
and the number of investors who are ready to finance 
projects of various directions is also increasing. 

Having analyzed the above information, it is possible to 
highlight the following factors that do not provide an 
opportunity for the development of crowdfunding in 
Ukraine: 

- lack of a legal framework for regulating crowdfunding; 

- the total amount of funds raised by Ukrainian 
crowdfunding platforms is insignificant compared to 
international ones; 

- low level of knowledge about the implementation of 
investment activities based on crowdfunding platforms; 

- distrust of this method of financing among the 
population, as it is a new alternative for financing new 
projects; 

- limited solvent demand for financing projects due to the 
low level of income of the population;  

- on these platforms, more projects are financed in such 
fields as education, health care, culture, etc. 

Also, after analyzing current crowdfunding trends, we 
can conclude that the closed nature of investing in the 
scientific field and business will change rapidly, as the social 
network affects the flow of both information and capital to 
scientific institutions and companies. Crowdfunding provides 
various benefits to a wide range of users. This is due to its 
flexibility, community involvement and the variety of forms 
of funding it can offer. The development of crowdfunding as 
a more distributed method of capital formation is consistent 
with changes in the flow and distribution of information and 
the creation of new production capacities. Due to its limited 
size, crowdfunding cannot solve all financial problems by 
itself. But at the same time, crowdfunding is an alternative 
form of financing that can complement traditional financing. 
The growth rate of crowdfunding in both developing and 
developed countries indicates that it is capable of becoming a 
financial instrument in most countries of the world. 

The topic of crowdfunding in Ukraine is still quite new 
and underdeveloped, which has specific problems that hinder 
its development. Looking at this, we can offer the following 
recommendations regarding the functioning of crowdfunding 
in Ukraine:  

- formation of legislation and the corresponding legal 
framework in the field of crowdfunding; 

- improve methods of communication between investors 
and project developers; 

- increase the level of trust by ensuring more transparent 
collection of funds and ease of their transfer; 

- creation of consulting services in each city, which will 
inform about the procedure for financing and help in the 
design of projects. 
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Abstract — Given the high level of uncertainty in the 

economic situation, ensuring the stable operation of the banking 

industry requires the expansion of mathematical tools for 

modelling the development of the situation and decision-

making. The purpose of our study is to investigate the factors 

that influence the productivity of the banking industry and its 

profitability based on business intelligence and data analytics. 

The goal is achieved by solving the following tasks: 

systematization of theoretical and practical principles of using 

business intelligence in the banking industry; development of 

economic and mathematical models of the relationship between 

efficiency, risk and liquidity of banks; modelling the state of the 

banking industry of Ukraine.  

Based on a comprehensive literature review and collected 

data, a number of parameters were analyzed and theoretical 

models were developed to study the impact of key factors on the 

efficiency of Ukrainian banks, which allowed for the expansion 

of the use of business intelligence and data analytics in the 

banking industry. 

The study used correlation and regression analysis, decision-

making methods, and a statistical package for data analytics. 

The study revealed correlations between banks' performance 

and a number of indicators that characterize their financial 

stability, liquidity, solvency, credit and currency risks. 

This study shows that it is very important to successfully plan 

business analytics and data analytics in order to get all the 

benefits of this technology and its application in the current 

conditions of the banking industry.  

 

Keywords — business intelligence, data analytics, decision 

making, mathematical model, information technology, banking 

industry  

I. INTRODUCTION  

Business intelligence and data analytics are two vital 
techniques that today's banking systems use to capture data for 
further analysis. 

Both of these techniques help you visualize, analyze and 
understand data related to your business, customers, 
competitors and industry. 

It can help a manager make better business decisions, 
develop a fruitful strategy, improve their operations, increase 
sales and revenue, find patterns, and predict future moves. 

Although business intelligence and data analytics play a 
crucial role and can be used interchangeably in different 
fields, the terms mean different things to different industries. 
Business intelligence and analytics (BIA) is considered one of 
the most critical technologies, systems, practices, and 
applications that help organizations develop a deeper 
understanding of business data and gain a competitive 

advantage while improving operations and product 
development and strengthening relationships with customers 
[1,2].  

BIA has an even more important role in the banking sector 
by enabling experts and managers to make better, accurate, 
timely, and relevant decisions so as to increase the 
productivity and profitability of the bank and be able to 
comply with the different regulatory and environmental 
dimensions of this sector [3]. 

BIA, nowadays, is a trendy issue and a compulsory 
prerequisite for creating an outstanding corporate image, 
which goes in line with implementing a successful plan 
regarding using technology extensively. Thus, this supports 
business decisions and gains a competitive advantage in 
today’s dynamic environment, which requires outstanding 
efforts for dedicating massive budgets to research and 
development.  

Data are a focal point and are considered the fuel of the 
future since they can be processed efficiently and used 
effectively in supporting risky occurrences and decisions that 
can be heavily reflected in the performance of corporates [4]. 

Business intelligence (BI) is an umbrella term that 
includes structures, tools, databases, applications, and 
methodologies to analyze data by converting raw data into 
meaningful and helpful information to support business 
managers’ decisions [3, 4]. 

Statistical methods of database processing in combination 
with mathematical tools are used quite actively to improve the 
work of banks. There are three main areas of studying banks' 
activities by means of mathematical analysis. The first 
direction involves econometric modelling of bank 
performance under the influence of a certain range of factors 
[5, 6, 7]. Along with this, the method of correlation and 
regression analysis is used to forecast bank profits as an 
indicator of its effective operation [8]. There are examples of 
building models to assess the impact of external factors on 
bank performance [9, 10, 11]. However, today's realities 
require the implementation of similar studies with the 
reformatting of the composition of factors influencing the 
activities of banks in accordance with existing risks and 
threats.  

The second area is related to the analysis of banking risks, 
namely operational risk [12], credit and liquidity risk [13], and 
market risk on the example of customer outflows from banks 
[14]. Particularly noteworthy are the scientific and practical 
results obtained through the design of neural networks for 
assessing the credit risk of bank borrowers [15, 16]. The 
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dynamism and innovation of the banking business creates an 
open need to constantly improve the quality of its 
cybersecurity - the third area of analysis of bank databases. 
This seems to be possible by building mathematical models 
[17, 18]. 

The modern problem of ensuring the efficiency of banks 
is multifaceted. Therefore, its in-depth study requires the latest 
research using mathematical analysis methods to build 
adequate models for assessing the main financial 
contradiction in the activities of banks under increased 
economic uncertainty. 

This work presents a study of factors affecting the 
productivity of the banking sector and its profitability based 
on business analytics and data analysis, and presents a 
mathematical model of choice in the field of bank lending 
based on decision-making theory. 
Such studies were conducted in a number of both foreign and 
domestic literary sources and are relevant today. 

  Based on a comprehensive literature review and 
collected data, a number of parameters were analyzed and 
theoretical models were developed to study the influence of 
key factors on the implementation of business analytics and 
data analysis in the banking sector. 

The study used correlation-regression analysis, decision-
making methods, and a statistical package for data analysis. 
As a result of the study, dependencies between a number of 
indicators and their impact on the efficiency of banks were 
revealed. 

This study shows that it is very important to successfully 
plan for business intelligence and data analysis in order to get 
the full benefits of such technology and its application, 
especially in the banking sector. 

The work is organized as follows - the following section 
presents a review of key related literature, and, after that, 
Section 2 explains the theoretical framework and hypotheses 
development. Data collection and methodology are presented 
in Section 3, whereas Section 4 presents the research results. 
The last section presents the conclusion along with the 
limitations and directions for further research. 

II. LITERATURE REVIEW AND BACKGROUND 

A. Business Intelligence and Analytics 

The term business intelligence (BI) was popularized during 
the 1990s and could be considered a term encompassing a 
wide variety of processes and software used to collect, 
analyze, and disseminate data in the interest of better decision 
making [1, 2]. 

Banks have always been the leading organizations in using 
the latest technologies, applications, and tools that can 
improve their business or increase productivity, profits, sales, 
or give them a competitive advantage among competitors. 
Similar to other technologies, business intelligence and 
analytics promises to help the bank acquire much more and 
better insights than the classical report technologies and 
provide more accurate and precise data analyses. In fact, BIA 
enables them to raise both operational and management levels 
of data underrating and analysis that can lead to increased 
sales and profits [1-3]. 

B. Problems of decision-making in the banking sector and 

methods of solving them 

Along with various research techniques and methods of bank 
analysis, business models and mathematical decision-making 
models are quite effective. Such models and methods are 
considered in detail in the work [ 19, 20] of others. Here, more 
interest in decision-making problems with many criteria, that 
is, problems of multicriteria optimization. Such problems 
have applications in various fields [20, 21]. 

Multicriteria problems and methods are widely used for 
decision-making in various commercial and financial 
contexts because of the diversity of solutions they can 
provide. In many studies in which financial decision-making 
problems have been evaluated, financial decisions have been 
shown to be multidimensional [19-22]. Hence, most scientists 
and practitioners apply the methods of multicriteria 
operations research when solving financial decision-making 
problems. Research in the field of multicriteria optimization 
is currently particularly intensively stimulated by practical 
needs and the development of computer information 
technologies. 

The problem of decision-making in the economy and 
finance, in particular optimal planning, arises due to two 
fundamental circumstances: on the one hand, the multivariate 
nature of planning decisions, on the other hand, the 
purposefulness of economic and financial systems. The set of 
alternative plan options is determined by the available 
opportunities for economic development; and the selection 
from this set is the goal of the system to be planned. The 
adopted decision is the result of a joint consideration of the 
goals and the possibilities of their coordination with each 
other. 

When using mathematical methods in the analysis and 
making of planning decisions for financial institutions, both 
components of the selection problem should find an adequate 
reflection in the economic-mathematical model. 
The system of goals appears everywhere and in those 
situations where the assumption of the existence of a single 
objective function does not seem excessive. As a result, the 
selected partial goals can be assigned specialized financial 
indicators as criteria with sufficient grounds, which are 
reflected in applied models without much difficulty. The 
multiplicity of goals of financial systems has an objective 
nature and finds its model reflection in the form of a vector 
criterion, and therefore a multi-criteria problem. Therefore, 
let the elements of the goal system be represented by partial 

criteria 1,..., : l
lf f X R→ ; here and further X is a set of 

admissible plans, identified with its economic-mathematical 

description and located in the space nR . The functions 

1,..., lf f  form a vector optimality 1( ) ( ( ),..., ( ))lF x f x f x=

criterion; it is assumed that the j -th goal corresponds to the 

maximization of the component ( )jf x . The pair ( , )F X

formed by the vector criterion : l
F X R→ and the set X is a 

model or problem of multicriteria (vector) optimization, 

which we will denote by ( , )Z F X . 

Next, the presented model will be defined for finding 
financial indicators and their further analysis. 
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III. METHODOLOGICAL ASPECT 

A.  Sample Study 

The study population consists of Ukraine commercial 
banks that use business intelligence and analytics on a large 
scale.  

In the second year of the full-scale invasion, Ukrainian 
banks are providing services without interruption, maintaining 
network operations, maintaining operational efficiency, 
profitability and increasing capital. Banks are currently well 
provided with liquid funds. On average, banks' liquidity ratios 
are three times higher than the minimum requirements. The 
amount of households' deposits with banks is stable, and the 
share of time deposits has started to grow. Businesses continue 
to attract funds, while the share of refinancing loans and 
external borrowings in banks' liabilities has fallen to a 
minimum. 

The business loan portfolio continues to decline due to 
weak demand resulting from insufficient solvency to service 
the loans. The retail loan portfolio stabilised after a deep 
decline due to higher demand for card loans to meet current 
needs. Sporadic surges in mortgage lending are supported by 
government programmes to help Ukrainians rebuild their 
damaged housing. However, funding for these programmes is 
not systematic. Uncertainty hinders the development of the 
real estate market and mortgage lending.  

Despite the losses from the war, banks were profitable in 
2022, and in 2023, profits increased. The high interest margin 
makes banks comfortable with a possible decline in interest 
rates, so the risks to profitability are being smoothed out. The 
banks' profitable operations have helped maintain their capital 
adequacy. Currently, it is twice the minimum requirement. 
With their accumulated profits, banks will continue to have to 
meet deferred and new capital requirements under European 
regulations. 

B. Data Base 

The research is based on a database of 65 Ukrainian banks 
as of 01 June 2023. The database covers economic standards 
of banks' activities, as well as their financial statements. The 
input data base for business analytics is based on information 
published on the official website of the National Bank of 
Ukraine [23]. 

IV. ECONOMIC-MATHEMATICAL MODELING AND DATA 

ANALYSIS 

A. Model (1) 

The economic-mathematical model (1) of efficiency of 
banks in Ukraine has the form: 

8
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 (1) 

where Y1 is the return on assets of the bank; 

Х1 – bank regulatory capital adequacy ratio; 

Х2 – core capital adequacy ratio; 

Х3 – maximum exposure to credit risk per counterparty; 

Х4 – risk ratio of the total long open currency position; 

Х5 – risk ratio of the total short open currency position; 

Х6 – liquidity coverage ratio for all currencies; 

Х7 – foreign currency liquidity coverage ratio; 

Х8 – net stable funding ratio ratio. 

Figure 1 shows the actual distribution of Ukrainian banks 
by return on assets relative to the 1.56 threshold. 

 

Fig. 1. Breakdown of Ukraine banks by return on assets as at 2023.01.06 
(source: authors on the base of [19] data) 

The marginal value (1.56) of the return on assets of banks 
is determined on the basis of model (1), taking into account 
the thresholds of the X-factors: Х1=10%, Х2=7%,   Х3=25%,  
Х4=5%, Х5=5%, Х6=100%, Х7=100%, Х8=100%. Most banks 
tend to be close to the marginal return on assets. Sharp 
deviations from the return on assets threshold indicate that the 
bank is taking on significant risk. 

Second Constraint (2) for Y = 0.32504. It is equal to the 
free term and means what Y will be if all X-factors are equal 
to zero. 

B. Characteristics of the model (1) 

According to the Fisher's criterion, it can be argued that 
model (1) is reliable with a probability of 0.99. This is proved 
by the following condition: the actual value of Fisher's 
criterion 4.46307 exceeds its tabulated value at the level since 
the actual value is 2.84694. 

Parameters of the model (1) are shown in the Table 1.  

TABLE I.  CHARACTERISTIC OF THE ECONOMIC-MATHEMATICAL 

MODEL (1)  

Factor 

Weight 

values of 

the model 

coefficients 

Standard 

errors of the 

coefficients 

of the 

variables 

T-test for 

the model 

coefficients 

Elasticity 

coefficients 

Х1 0.08211 0.02337 3.51380 3.93693 

Х2 -0.08881 0.02387 -3.72017 -3.39231 

Х3 0.00333 0.03241 0.10288 0.04909 

Х4 0.00276 0.00571 0.48334 0.01922 

Х5 0.20019 0.16755 1.19484 0.14490 

Х6 -0.00007 0.00006 -1.17170 -0.06996 

Х7 0.00020 0.00009 2.28142 0.17760 

Х8 -0.00068 0.00173 -0.39223 -0.16354 

a.
 calculated by the authors 
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Let us describe the parameters of model (1). 

1. With an increase in the regulatory capital adequacy ratio 
(X1) by 1, with other factors remaining constant, the return on 
assets of the bank (Y1) increases by 0.08211 on average.  

2. An increase in the core capital adequacy ratio (X2) by 1, 
with all other factors held constant, leads to a decrease in the 
bank's return on assets (Y1) by 0.08881 on average due to the 
creation of provisions.  

3. An increase in the maximum credit risk exposure per 
counterparty (X3) by 1, with other factors remaining constant, 
leads to an increase in the return on assets (Y1) by an average 
of 0.00333. Risky transactions potentially bring higher profits. 

4. An increase in the risk ratio of the total long open 
currency position (Х4) by 1, with other factors remaining 
constant, leads to an increase in the return on assets of the bank 
(Y1) by an average of 0.00276. 

5. An increase in the risk ratio of the total short open 
currency position (X5) by 1, with other factors remaining 
unchanged, leads to an increase in the return on assets of the 
bank (Y1) by an average of 0.20019.  

6. An increase in the liquidity coverage ratio for all 
currencies (X6) by 1, with other factors remaining constant, 
leads to a decrease in the return on assets of the bank (Y1) by 
an average of 0.00007. Excessive liquidity always reduces the 
bank's profit. 

7. An increase in the foreign currency liquidity coverage 
ratio (X7) by 1, with other factors remaining constant, leads to 
an increase in the return on assets of the bank (Y1) by an 
average of 0.00020. The increase is due to the bank's currency 
margin. 

8. An increase in the net stable funding ratio (X8) by 1, 
with other factors remaining unchanged, leads to a decrease in 
the return on assets of the bank (Y1) by an average of 0.00068. 
The balance of cash flows in time and volume is achieved by 
reducing the bank's profit. 

 

Fig. 2. The importance of factors on the return on assets of Ukrainian 
banks as at 2023.01.06  (source: authors on the base of [23] data) 

The elasticity coefficients show that capital ratios have the 
greatest impact on the return on assets of banks, followed by 
liquidity ratios, and credit and currency risks have the least 
impact.  

In model (1), the ranking of the X-factors by the strength 
of their impact on the performance indicator (Y1) is as follows:  

X1 > X2 > X7 > X8 > X5 > X6 > X3 > X4 (Figure 2). 

As Figure 2 shows, capital ratios have the most significant 
impact on banks return on assets. The higher the regulatory 
capital adequacy, the higher the return on assets of banks. At 
the same time, the expansion of capitalisation deprives the 
bank of a portion of its profits for reinvestment. Therefore, the 
return on assets decreases as reserve capital increases. 
Banking risks (credit, currency, liquidity) have a significantly 
lower impact compared to capitalisation ratios. This is due to 
the peculiarities of Ukrainian banking management in the 
context of increased instability and external threats. This 
means that risks are significantly limited by the tools used to 
manage banking operations. For example, restricting lending, 
creating liquidity reserves in the form of profitable and risk-
free government debt securities. 

C. Model (2) 

The economic-mathematical model (2) of efficiency of 
banks in Ukraine has the form: 
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where Y2 is the yield on the bank's loan portfolio; 

Х1 – bank regulatory capital adequacy ratio; 

Х3 – maximum exposure to credit risk per counterparty; 

Х4 – risk ratio of the total long open currency position; 

Х6 – liquidity coverage ratio for all currencies; 

Х8 – net stable funding ratio ratio. 

According to Fisher's criterion, it can be argued that model 
(2) is reliable with a probability of 0.74. This is proved by 
fulfilling the condition: the actual value of the Fisher criterion 
of 1.34379 exceeds its tabulated value at the level since the 
actual value is 1.34045. 

First constraint for Y2 = 6.34729. It is calculated based on 
the critical thresholds for the X-factors through the model (2): 
Х1=10%, Х3=25%, Х4=5%, Х6=100%,  Х8=100%. 

The second сonstraint for Y2 = 8.91289. It is equal to the 
free term of model (2) and means what Y2 will be if all X-
factors are equal to zero. 

D. Characteristics of the model (2) 

Parameters of the model (2) are shown in the Table II.  

TABLE II.  CHARACTERISTIC OF   THE ECONOMIC-MATHEMATICAL 

MODEL (2)  

Factor 

Weight 

values of 

the model 

coefficients 

Standard 

errors of the 

coefficients 

of the 

variables 

T-test for 

the model 

coefficients 

Elasticity 

coefficients 

Х1 -0.02378 0.01104 -2.15413 -0.18557 

Х3 -0.10327 0.06691 -1.54360 -0.24751 

Х4 -0.00555 0.01194 -0.46499 -0.00630 

Х6 -0.00001 0.00010 -0.14468 -0.00239 

Х8 0.00283 0.00285 0.99292 0.11117 

b.
 calculated by the authors 
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Let us describe the parameters of model (2). 

With an increase in the regulatory capital adequacy ratio 
(X1) by 1, with other factors remaining constant, the level of 
profitability of the bank's loan portfolio (Y2) decreases by 
0.02378 on average.  

An increase in the maximum credit risk exposure per 
counterparty (X3) by 1, with other factors remaining 
unchanged, leads to a decrease in the level of profitability of 
the bank's loan portfolio (Y2) by 0.10327 on average due to 
the creation of provisions.  

An increase in the risk ratio of the total long open currency 
position (Х4) by 1, with other factors remaining constant, leads 
to a decrease in the level of profitability of the bank's loan 
portfolio (Y2) by an average of 0.00555. 

An increase in the liquidity coverage ratio for all 
currencies (X6) by 1, with other factors remaining constant, 
leads to a decrease in the level of profitability of the bank's 
loan portfolio (Y2) by an average of 0.00001.  

An increase in the net stable funding ratio (Х8) by 1, with 
other factors remaining constant, leads to an increase in the 
level of profitability of the bank's loan portfolio (Y2) by an 
average of 0.00283.  

According to the elasticity coefficients, it can be seen that 
credit risk and bank capitalisation have the greatest impact on 
the level of profitability of the bank's loan portfolio. In model 
(2), the ranking of X-factors by the strength of their influence 
on the performance indicator (Y2) is as follows: X3 > X1 > X8 
> X4 > X6 (Figure 3). 

 

Fig. 3. The strength of influence of factors on the level of profitability of 
the loan portfolio of Ukrainian banks as at 2023.01.06 (source: 
authors on the base of [23] data) 

Figure 3 shows that credit risk has the greatest impact on 
the profitability of banks' loan portfolios. The higher the 
assumed credit risk, the lower the profitability of the loan 
portfolio. The second largest factor is regulatory capital 
adequacy. The higher the level of security for the bank's 
solvency, the lower the efficiency of its loan portfolio. The 
third place was taken by the net stable funding ratio. Ensuring 
that pea flows are balanced over time and in terms of volume 
contributes to the profitability of the bank's loan portfolio. The 
last places with the least influence are shared by currency risk 
and liquidity risk. Exchange rate fluctuations cause negative 
changes in the profitability of the loan portfolio. Deterioration 
in the liquidity of banks' assets leads to a decline in loan 
portfolio profitability. 

 

E. Model (3) 

Mathematical model of multi-criteria choice in the field of 
bank lending. 

Another rather important aspect of the activity of banking 
institutions and the entire banking sector in general is lending. 
As is known, with the development of market relations, the 
process of lending by banks to enterprises is associated with 
numerous risk factors that can cause non-repayment of the 
loan on time. When analyzing the borrower's 
creditworthiness, the possibility of timely and full repayment 
of the loan debt is determined; the degree of risk that the bank 
is willing to take; the amount of credit that can be granted in a 
specific situation; terms of granting a loan. 

In today's conditions, the analysis of creditworthiness is 
connected not only with the assessment of the client's 
solvency on a certain date, but also with the identification of 
the best borrowers, forecasting their financial stability in the 
future, accounting for possible risks in credit transactions and 
a number of other factors. Conducting such a comprehensive 
analysis allows a Ukrainian bank to more effectively manage 
credit resources and obtain profit in modern conditions. 

We will build a mathematical model based on the use of 
the theory of fuzzy sets and multi-criteria optimization in the 
field of lending, which allows us to increase the validity of the 
decisions made and ensure the selection of the most rational 
options from the set of admissible ones. 

Let the institutions turn to some bank with a request to 
provide them with loans. Since the bank's resources are 
limited, it faces the task of choosing the best institution based 
on a set of quality criteria. In the considered task, institutions 
can be marked as alternatives, from which the best choice 
should be made. We will denote the alternatives. 

Data from their accounting statements are used to assess 
the creditworthiness of borrower institutions: 
cash (C), short-term financial investments (FV), 
accounts receivable (AR), stocks and costs (SC), 
equity capital (EC), short-term liabilities (STL), 
balance sheet summary (BS), gross turnover (GT), profit (P), 
on the basis of which coefficients characterizing the 
creditworthiness of borrowers are calculated: 

coefficient of absolute liquidity 1( )f , 

intermediate coverage ratio 2( )f ,  

total coverage ratio 3( )f ,  

coefficient of financial independence 4( )f ,  

product profitability ratio 5( )f .  

The general formulation of the problem of determining the 
combination of alternatives with maximum efficiency (or 
efficiency per unit of the required resource) consists in 
determining combinations of alternatives that satisfy the 
specified objective functions: coefficients characterizing the 

creditworthiness of borrowers 1f , 2f , 3f , 4f , 5f . 

To build a mathematical model, consider the concept of a 
fuzzy multiset and the multiplicity of the elements of this set 
according to [22, 24]. 

On the basis of the given characteristics, we can calculate 
the values of the quality criteria for the considered institutions, 
give the normative values of the criteria. When analyzing the 
estimated and normative values of the criteria, it may be that 
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all institutions can apply for a loan. After that, we can apply 
decision theory and fuzzy set theory. 

Processing of input information using the mathematical 
apparatus of fuzzy set theory is carried out in three stages. 

1. Construction of ownership functions corresponding to 
the concepts of "best absolute liquidity ratio", "desired 
intermediate coverage ratio", "best profitability ratio", etc. 
The construction of such functions is carried out by experts 
who have knowledge in the field of lending to enterprises of 
various functional purposes. 

2. Specific values of membership functions according to 

quality criteria 1f , 2f , 3f , 4f , 5f  corresponding to the 

considered alternatives are determined. Fuzzy sets for the five 
considered criteria comprising the alternatives under analysis. 

3. The available information is collated in order to identify 
the best alternative. The set of optimal alternatives is 
determined by crossing the fuzzy sets containing the 
evaluations of the alternatives according to the selection 
criteria. 

We will consider the alternatives that maximize the vector 
criterion and the functions that have the maximum value, 
belonging to the set, to be optimal. The operation of the 
intersection of fuzzy sets corresponds to the selection of the 
minimum value for the i-th alternative. 

CONCLUSIONS 

The work deals with a rather important topic of data 
analysis, in particular, the analysis of indicators of the bank's 
activity. 

Three economic-mathematical models were built and 
statistical analysis of data was made based on decision-
making theory and correlation-regression analysis. 
Calculations were made on the basis of the latest statistical 
indicators and summary data. These models can be used for 
implementation in banking institutions. 
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Abstract — The last several years were quite challenging for 

the whole world. People, businesses, and governments must 

adapt to new realities and find new ways to survive. The shock 

of the world pandemic brought uncertainty to quotidian life, 

then the Russian-Ukrainian war forced people to accept new 

obstacles. Meanwhile, governments must look for paths to keep 

calm, not only nations but also make everything possible to keep 

low economic indicators such as interest rate, inflation, 

unemployment, etc. within all these periods. In this study, the 

statistical importance of dependence of earlier mentioned and 

statistical metrics including exchange rate, current account, 

inflow and outflow of portfolio investment on the price of the 

stock indexes of Germany, France, Italy, and Greece is 

examined. These EU countries have been strategically selected 

due to their pivotal roles in the European economic landscape, 

coupled with their acute susceptibility to instability-triggered 

fluctuations. For instance, the resonance of social mass protests 

in France, and the intricate interplay of national debt increasing 

in Italy and Greece, make them particularly interesting cases for 

this analysis. By examining the interplay between economic 

indicators and stock index movements in these nations, this 

study sheds light on the relationship between macroeconomic 

variables and financial market performance. Through rigorous 

statistical analysis, the aim of this research is to uncover 

potential patterns and dependencies that might offer valuable 

insights into the ways in which economic dynamics interact with 

stock market trends in times of upheaval. Ultimately, this 

research aspires to contribute to a deeper understanding of the 

mechanisms underpinning the equilibrium between economic 

fundamentals and financial market behavior during tumultuous 

periods. 

Keywords — stock index, DAX, CAC40, MIB, ATHEX, 

correlation analysis, regression analysis 

I. INTRODUCTION 

The global landscape is characterized by rapid and 
constant change, underscoring the paramount importance of 
staying well-informed and attuned to significant 
developments across political, socio-economic, and 
environmental spheres. Over the past few years, we've 
witnessed a series of transformative events. A global 
pandemic struck, precipitating an economic crisis of 
substantial magnitude. Additionally, in 2022 population 
witnessed a full-scale conflict erupting on Ukrainian soil, 
which not only exacerbated the ongoing economic crisis but 
also catalyzed a social upheaval. 

These historical incidents have exerted a profound 
influence on the trajectory of the global economy as well as 
the individual economies of nations. Europe emerged as a 

region significantly impacted by these occurrences. This 
prompts our academic curiosity to delve into a 
comprehensive study of recent stock market dynamics within 
the principal EU countries. Our selection of stock markets 
includes the German market, chosen due to the resilience of 
its national economy; the French market, selected in light of 
prolonged societal discord within the influential nation; the 
Greek market, in consideration of its economy's susceptibility 
to past crises; and the Italian market, due to the looming 
specter of potential debt crises. 

By examining the trends and patterns within these chosen 
markets, further research will be built on gaining a deeper 
understanding of how these economies have responded to and 
navigated through the intricate web of challenges posed by 
recent events. 

II. ANALYSIS OF MACROECONOMIC INDICATORS AFFECTING 

THE STOCK INDICES OF THE EU COUNTRIES 

Commencing this investigation with an overview of the 
fluctuations in chosen stock markets holds significance, 
offering valuable insights to guide financial choices, evaluate 
potential risks and opportunities, and analyze the prevailing 
condition of both the economy and the market. 

 

Fig. 1 Dynamics of DAX, CAC, MIB and ATHEX indices (right axis) during 
2019 Q1 – 20231 Q1. 

Source: compiled by the authors based on [1], [2], [3], [4] 

Examining Fig. (1) allows to deduce the overall trend of 
all indices as moving in an upward direction. This trend is 
logical, as over the long term, prices tend to rise. 
Nevertheless, the chosen indices can be categorized into two 
distinct groups based on their patterns. The first group 
comprises the German index (DAX) and the French index 
(CAC), while the second group consists of the Italian index 
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(MIB) and the Greek index (ATHEX). Analyzing the first 
pair of indices, we can observe that the French stock index 
mimics the movements of the German index, albeit with a 
certain time lag. Notably, the volatility of the CAC is lower 
in comparison to the DAX's volatility. 

Similar dynamics can be seen in the case of the Italian and 
Greek indices, where the former experiences a delay in its 
movements when compared to the latter. These indices 
clearly illustrate the decline of the European stock market 
during moments of global phenomena and crises. Such 
instances include the periods of January to March 2020, 
marked by the initial spread of the global Covid-19 pandemic, 
encompassing extensive restrictions and lockdowns. 
Additionally, the months of September to October 2021 
(extending to December 2021 - January 2022 in Italy) are 
notable, corresponding to the heightened escalation of the 
conflict within Ukraine's territory. This conflict ultimately 
culminated in a full-fledged modern war, which persists to 
the present day. 

According to the results of the research by W. Zhao, it is 
worth noting that six months before the Russian-Ukrainian 
conflict (August 2021) until now (August 2022), the world 
was still in the midst of a pandemic, and the number of 
infections continued to rise. This has led to concerns about 
the market economy and the potential impact of the continued 
rise in infections on the stock market. This factor also 
encouraged people to sell their stocks to prevent possible 
losses in the event of a stock market crash. Research shows 
that during the Russian-Ukrainian conflict, crude oil prices 
have a strong impact on stock markets, so stock investors are 
advised to be cautious and carefully analyze the situation 
during the military conflict before making investment 
decisions [5]. 

TABLE I. CORRELATION MATRIX OF DAX, CAC, MIB AND  
ATHEX INDICES 

 DAX CAC MIB ATHEX 

DAX 1    

CAC 0.886493 1   

MIB 0.905164 0.93387 1  

ATHEX 0.734556 0.86339 0.834581 1 

Source: compiled by the authors based on [1], [2], [3], [4] 

From the correlation matrix Tab. (1), we can conclude 
that the DAX, CAC, MIB, and ATHEX indices show a strong 
relationship, and their movement is often parallel to each 
other in the presented time range. This may indicate that 
macroeconomic or global events may have a similar impact 
on these markets. 

The monetary policy of the ECB has a profound effect on 
the financial markets of all the European Monetary Union 
countries and affects their securities and investment 
opportunities. To the extent that all states are part of the 
European Monetary Union, the European Central Bank 
(ECB) 's actions in monetary policy have a similar effect on 
the securities markets of these countries. This means that 
measures taken by the ECB, such as changes in refinancing 
rates, asset purchase programs, or other monetary measures, 
have a joint effect on the financial situation of member 
countries. This similarity in reactions to monetary and credit 
measures of the ECB can significantly affect the circulation 
of securities in financial markets. In such a circumstance, 
changes in the ECB's policy may cause similar reactions in 

the securities markets of all member countries, as a result of 
which the prices of shares, bonds, and other securities may 
change in accordance with the actions of the ECB [6]. 

Another possible reason for such a strong relationship is 
the European economic connection since all four countries 
are in relative geographical proximity. The strong positive 
correlation between these indices may reflect general 
economic trends and developments in Europe. European 
economies can be interdependent, and macroeconomic events 
such as changes in regional politics, trade relations, or world 
conditions can have a similar effect on indices. But the very 
concept of global events occupies not the last place in the 
rating of influence on the stock markets not only in Europe 
but also in the world. The relationship of indices can reflect 
their reaction to global events such as global economic crises, 
geopolitical tensions, or even changes in world trade 
dynamics. If one region experiences strong influences as a 
result of global events, this can be reflected in other regions 
through interconnections in the global economy.  

Based on the findings of the study conducted by S. Liu, 
changes in one of the endogenous variables cause 
fluctuations in other variables. In other words, the volatility 
of the stock market in each country affects other countries to 
a different extent during special events, which gives us an 
idea to improve the current situation in the financial markets 
of each country. Therefore, governments should take into 
account the situation in the stock markets of other countries 
in order to take effective measures to prevent the impact of 
Covid-19 on the stock markets [7]. 

It is important to emphasize that although correlation 
reveals relationships between indices, it does not necessarily 
indicate causality. Correlation can be the result of a variety of 
factors, and a more accurate understanding of these 
relationships may require additional analysis and study of 
specific events and trends in each time period. As already 
mentioned below, the regression model of the impact of the 
main macroeconomic indicators on the indices of these 
countries will be considered. The stock market performance 
is vigorously influenced by distinct macroeconomic 
indicators and this varies depending on the country. So, the 
following general model for countries is obtained: 

A = R*β1 + B*β2 + G*β3 + I*β4 + E*β5 + C*β6  
        + N*β7 +O*β8,            (1) 

where A – country index price, R – unemployment rate, B – 
government debt, G – country's real GDP growth rate, I – 
interest rate (EMU convergence criterion series), E – 
exchange rate, C – current account, N – inflow of portfolio 
investments, O - outflow of portfolio investments. It should 
be noted that A is a dependent variable, all other indicators 
are independent variables. 

In this research, the main sources of statistical data were 
information from the statistical databases of world 
organizations, such as the World Bank, the European Central 
Bank (ECB), the Organization for Economic Cooperation 
and Development (OECD), and others. Due to the data 
limitation as the lack of certain indicators with monthly 
frequency, quarterly data were used. The timeframe was 
taken from 2016 Q1 to last available (2023 Q1). The data for 
the indices were taken based on the calculation of the average 
value during the entire quarter in order to reflect all possible 
fluctuations in the share price of the index. For the next stage 
of the research, the Stata program was used, which made it 
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possible to perform regression analysis quickly and without 
unnecessary complications.  

A comprehensive regression model for countries was 
presented earlier. Subsequently, an individual analysis was 
conducted for each country. Within each regression model 
utilizing the previously mentioned variables, statistically 
insignificant factors were identified. These factors were 
excluded as they do not impact the dependent variable and can 
lead to an elevation in the variance of OLS estimations. 

TABLE II. REGRESSION ANALYSIS OF GERMAN STOCK INDEX DAX ON MAIN 

MACROECONOMIC INDICATORS 

Variable Coefficient Std. error t-statistics Probability 

R -6.996 1.784 -3.92 0.001 

B 0.408 0.118 3.46 0.002 

E 11.610 4.992 2.33 0.028 

_cons -11.006 8.238 -1.34 0.194 

Source: compiled by the authors 

According to the results of the statistical analysis of the 
regression model in Tab. (2), it was found that the influence 
of the general group of independent variables on the 
dependent variable is statistically significant. This is 
confirmed by the value of the F-statistic (5.44) and the 
corresponding p-value (0.0051), which is less than the 
specified level of significance.  

The unemployment rate revealed a negative and 
statistically significant regression coefficient, indicating an 
indirect relationship between this variable and the dependent 
variable: as unemployment decreases, the price of the national 
index is expected to increase. Additionally, Germany's budget 
deficit and the exchange rate of the currency against the dollar 
show statistically significant positive coefficients.  

R-squared is 0.3950, which can be interpreted as the fact 
that approximately 39.50% of the variation in the dependent 
variable can be explained by changes in the independent 
variables that are considered in the model.  

The analysis of the results of the statistical study of the 
regression model in Tab. (3) confirms the important influence 
of the general group of independent variables on the 
dependent variable. This is supported by the F-statistic value 
(16.73) and the corresponding p-value (0.0000), which does 
not exceed the accepted level of significance. 

TABLE III. REGRESSION ANALYSIS OF FRENCH STOCK INDEX CAC40 ON 

MAIN MACROECONOMIC INDICATORS 

Variable Coefficient 
Std. 
error 

t-statistics Probability 

R -0.984 0.141 -6.96 0.000 

G 0.040 0.020 2.00 0.057 

I 0.346 0.113 3.06 0.005 

C 0.021 0.008 2.48 0.020 

_cons 10.673 0.776 13.74 0.000 

Source: compiled by the authors 

The regression coefficients for the unemployment rate, 
the interest rate on long-term government bonds, and the 
national current account show statistical significance with 
high p-values. Meanwhile, for the growth of the real GDP of 

France, a statistically significant regression coefficient is 
found only at the level of significance at the level of 10%. It 
is important to note that only the unemployment rate in 
France has a negative regression coefficient, while all others 
have positive ones: as the unemployment rate increases, the 
price of the SAC index decreases, while the other 
independent variables have the opposite effect.  

The coefficient of determination (R-squared) reaches a 
value of 0.7361, indicating about 73.61% of the variation of 
the dependent variable can be explained by changes in the 
independent variables within this model. 

TABLE IV. REGRESSION ANALYSIS OF ITALIAN STOCK INDEX MIB ON MAIN 

MACROECONOMIC INDICATORS 

Variable Coefficient Std. error t-statistics Probability 

R -3.668 0.822 -4.46 0.000 

B -0.142 0.073 -1.94 0.065 

G 0.341 0.115 2.95 0.007 

E 27.905 8.790 3.17 0.004 

C -0.084 0.046 -1.80 0.085 

N 0.049 0.027 1.81 0.084 

_cons 30.778 13.109 2.35 0.028 

Source: compiled by the authors 

The results of the statistical analysis of Tab. (4) indicate 
a significant influence of the general group of independent 
variables on the dependent variable. This is confirmed by the 
low value of the F-statistic (6.76) and the corresponding p-
value (0.0004), which does not exceed the accepted level of 
significance. 

The regression coefficients for Italy's unemployment rate 
are statistically significant and negative, causing the price of 
the selected index to decrease as this independent variable 
increases. Real GDP growth and the euro-to-dollar exchange 
rate have positive statistically significant regression 
coefficients. Only if the level of significance is chosen at the 
level of 10%, significant coefficients for the country's budget 
deficit, the national current account, and the inflow of 
portfolio investments to Italy are revealed. At the same time, 
the first two coefficients are negative, and the last one is 
positive.  

R-squared is 0.6485, which indicates the possibility of 
explaining about 64.85% of the variation of the dependent 
variable with the help of the influence of the independent 
variables included in the model. 

TABLE V. REGRESSION ANALYSIS OF GREEK STOCK INDEX ATHEX ON MAIN 

MACROECONOMIC INDICATORS 

Variable Coefficient Std. error t-statistics Probability 

R -0.055 0.006 -8.61 0.000 

B -0.006 0.001 -3.99 0.001 

E 1.216 0.339 3.59 0.001 

_cons 1.260 0.275 4.57 0.000 

Source: compiled by the authors 

The results of the statistical analysis of the regression 
model in Tab. (5) showed that the overall effect of the 
independent variables on the dependent variable is 
statistically significant. This is confirmed by the F-statistic 
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value (24.89) and the corresponding p-value (0.0000), which 
is less than the chosen significance level of 5%. 

The level of unemployment and the budget deficit of 
Greece also have negative and statistically significant 
regression coefficients, which state a fall in the share price of 
the selected index when the mentioned independent ones 
increase. 

The coefficient of determination (R-squared) is 0.7492, 
which means that about 74.92% of the variation of the 
dependent variable can be explained by changes in the 
independent variables in the model. 

Based on the analysis of the presented models, it can be 
concluded that their quality leaves room for improvement. 
Therefore, in subsequent research, a more detailed 
examination of these models and the implementation of 
relevant modifications to increase the coefficient of 
determination R2 should be considered. Possible methods to 
enhance model quality may include expanding the sample 
size, exploring alternative independent variables etc. 

CONCLUSION 

The rapidly evolving global landscape underscores the 
importance of staying informed about developments across 
political, socio-economic, and environmental domains. 
Recent transformative events, including a global pandemic, 
economic crisis, and conflict in Ukraine, have significantly 
impacted global and national economies. 

The chosen indices generally show an upward trend, with 
distinct patterns grouping them into German/French and 
Italian/Greek clusters. These indices illustrate the impact of 
global events on the European stock market. 

The correlation matrix emphasizes a strong connection 
among the DAX, CAC, MIB, and ATHEX indices. The 
ECB's monetary policy significantly influences EU financial 
markets. Individual regression analyses identified significant 
factors, yielding insights into unemployment's inverse 
relationship with stock indices. 

It's also worth noting a couple of causal relationships that 
are also reflected in the regression analysis. First, the 
devaluation/revaluation of the national currency leads to an 
increase/decrease in the price of the stock index. This result 
is also evident in three out of four of the presented regression 

analysis tables, where the exchange rate demonstrates 
significance. Second, there is an inverse relationship between 
unemployment and the value of stock index prices, which can 
be explained through the Phillips Curve since inflation and 
unemployment are inversely related, and rising prices also 
lead to higher stock prices. 

It can be inferred that during periods of elevated 
unemployment, regulatory authorities across all examined 
countries, including the ECB, strive to invigorate economic 
activity through monetary easing measures, subsequently 
resulting in an upswing in stock indices. Consequently, a 
suggestion can be offered to participants in the stock market: 
during the height of the unemployment rate and following its 
initiation of decline, they should consider initiating stock 
market investments. This is because, after the 
commencement of the unemployment rate reduction, the 
upturn in stock indices is likely to ensue. Despite limitations, 
the study contributes to understanding market fluctuations, 
emphasizing the interconnectedness of global markets and 
the importance of considering other nations' stock markets in 
strategic planning. 
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Abstract — Outlier detection plays an important role in a 

wide variety of domains and has many applications. The 

examples are fraud detection, anomaly detection in industrial 

systems, healthcare, cybersecurity, environmental monitoring 

and marketing. The aim of outlier detection is to identify and 

analyze data points or observations that differ significantly from 

the rest of the data that may indicate potential fraud, disease 

outbreaks, or equipment failures. The unsupervised approach 

to outlier detection is often preferred because it does not require 

labeled data, meaning that the algorithm can identify outliers in 

a dataset without having to know beforehand which 

observations are anomalous. This is particularly useful when 

there is limited prior knowledge about the data, or when the 

anomalous observations are rare or unknown. We propose a 

novel approach to outlier detection which doesn’t require 

labeled data but is based on the supervised learning technique 

similar to decision tree construction. Our method overcomes 

many of the limitations of traditional outlier detection 

techniques by partitioning the space into cluster and empty 

regions using a decision tree. We accomplish this by introducing 

virtual data points and modifying the decision tree algorithm 

accordingly. The results of our experiments on synthetic and 

real-world datasets show that the method is both highly efficient 

and scalable. 

Keywords — outlier detection, anomaly detection, clustering, 

decision tree construction. 

I. INTRODUCTION 

A. Anomaly detection 
Outlier detection is an important task in data analysis and 

decision making because it helps identify and analyze data 
points or observations that deviate significantly from the rest 
of the data. These outliers may indicate potential fraud, 
equipment failures, disease outbreaks, or other anomalies that 
require attention or corrective action. 

Outlier detection and has many applications. The 
examples are fraud detection, anomaly detection in industrial 
systems, healthcare, cybersecurity, environmental 
monitoring and marketing. Outlier detection is used 
extensively in the banking and financial industry to detect 
fraudulent transactions. This helps to prevent financial losses 
due to fraudulent activities. Speaking about industrial 
systems, outlier detection is used to detect anomalies in the 
performance of machinery and equipment. This helps to 
identify and prevent potential equipment failures, reducing 
downtime and maintenance costs. In healthcare outlier 
detection helps to identify patients who are at high risk of 
developing certain conditions, such as diabetes or heart 
disease, enabling the possibility to provide early intervention 
and preventive care, improving patient outcomes. In 

cybersecurity outlier detection is used to detect and prevent 
cyber-attacks, such as intrusion detection, malware detection, 
and network traffic analysis. Besides, outlier detection can be 
successively leveraged in environmental monitoring to 
identify unusual patterns in the behavior of ecosystems, such 
as changes in water quality or air pollution levels. Marketing 
can benefit from outlier detection as well to identify unusual 
patterns in consumer behavior, such as sudden changes in 
purchasing habits, which can be used to develop targeted 
marketing campaigns. 

Outlier detection is a widely researched topic in statistics, 
machine learning, and data mining. Common approaches in 
the literature can be classified into the following groups: 
density-based methods, distance-based methods, model-
based methods and ensemble methods. Density-based 
methods identify outliers as data points with low local 
densities, which are far away from the clusters or have too 
few neighboring points. Examples of density-based outlier 
detection methods include DBSCAN [1] and OPTICS [2]. 
Distance-based methods identify outliers as data points that 
are far away from the centroids of their assigned clusters or 
from other data points. Examples of distance-based outlier 
detection methods include k-NN [3] and LOF [4]. Model-
based methods assume that the data is generated from a 
specific statistical model, and identify outliers as data points 
that do not fit this model well. Examples of model-based 
outlier detection methods include Gaussian mixture models 
and one-class SVM [5]. Ensemble methods combine multiple 
outlier detection methods to improve the accuracy and 
robustness of the results. Examples of ensemble outlier 
detection methods include Isolation Forest [6] and Local 
Outlier Factor Ensemble. Each method has its own strengths 
and weaknesses, and the choice of method depends on the 
specific characteristics of the dataset and the goals of the 
analysis. 

B. Outlier Detection as an Initial Step in Data Analysis 

Although outlier detection is an important standalone 
task, it is often used as a preliminary step in various problems 
in data analysis, machine learning, and statistics. Outliers can 
be caused by various reasons such as measurement errors, 
data entry errors, or rare events. The presence of outliers in a 
dataset can affect the accuracy and reliability of statistical 
models and machine learning algorithms. Therefore, 
detecting and handling outliers is an important step in many 
data analysis tasks. 

For instance, outlier detection could be very helpful as a 
preliminary step in clustering, as it helps identify and remove 
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data points that do not belong to any cluster or that belong to 
a different cluster than the one they were assigned to.  

Clustering is one of the most important tasks in Statistics 
and Data Science. It aims to extract valuable information 
from data and to group the records by similarities which are 
not recognizable by humans due to their complexity or 
amounts of data. Information extracted through clustering if 
treated in the right way can lead businesses to advantage on 
the market. If not, or if a clustering algorithm performs 
poorly, it may result in building inefficient models and cause 
drops in revenue. That’s why it is so important to have an 
algorithm which works the best and gives understanding for 
humans on similarities inside clusters.  

Our paper presents a new approach to outlier detection 
which we call AnomalyTree. It utilizes a supervised learning 
method known as decision tree construction even though the 
labels for outliers are not known. This novel technique draws 
inspiration from CLTree (Clustering based on Decision 
Trees) [7] and differs significantly from existing methods, 
offering several unique advantages. 

The Source Code is available on GitHub: 
https://github.com/DomanskaOlena/density-based-outlier-
detection and contains the implementation of the proposed 
method in Python as well as the comparison of our method’s 
performance with well-known anomaly detection methods. 

II. APPROACH DESCRIPTION 

The focus of our research is outlier detection in a 
numerical space, characterized by each dimension or attribute 
having a bounded and ordered domain. 

The methodology for outlier detection that we present in 
this paper relies on what is known as "virtual points", which 
were initially presented in [7]. Authors suggested an idea of 
a clustering algorithm based on adjusted decision trees called 
CLTree. The fundamental concept is to assign each data 
record or point in the dataset a class Y. Additionally, we 
assume that the data space comprises uniform distribution 
with another point type, referred to as non-existing points, 
which are assigned the class N. By incorporating the N points 
into the initial data space, we transform the task of 
segregating the data space into dense and sparse regions into 
a classification problem. Solving the problem entails the 
application of a decision tree algorithm. 

To demonstrate the rationale behind the proposed method, 
we employ an illustration. Figure 1 (a) displays the 2D dataset 
in which two clusters (represented by green dots) and a set of 
outliers (represented by red dots) can be discerned. Following 
that, a set of N uniformly distributed points (represented in 
blue) is added to the data space. With this expanded dataset, 
a decision tree algorithm can be executed to obtain a 
partitioning of the space, as depicted in Figure 1(b). As a 
result of this process, the sparse regions containing the 
outliers are identified. 

  
        (a)           (b) 
Fig. 1. AnomalyTree outlier detection with virtual points and decision trees  

The AnomalyTree approach has many distinctive 
advantages compared to other methods. Firstly, the algorithm 
operates without any prior assumptions or input parameters. 
In contrast, many existing methods necessitate the user to 
determine the number of clusters required (such as GMM) 
and/or density thresholds (like DBSCAN), which can be 
challenging and arbitrary. Thus, the outliers identified may 
not adequately reflect the real arrangement of the data. 
Additionally, the technique can detect outliers both in the 
entire dimension space and in any subspaces, which is not 
always feasible. Frequently, algorithms that function 
efficiently in the high-dimensional space may not perform 
well in subspace, and vice versa. This method can be utilized 
for both cases, it can incorporate all dimensions or any subset 
thereof. 

A. Detecting Sparse Regions by Introducing Virtual Points 

Let's delve deeper into the concept of virtual points. As 
mentioned earlier, each data point in the original dataset is 
assigned a class label Y. Additionally, we introduce a set of 
"non-existing" N points that are uniformly distributed. It's 
important to note that these N points are not actually added 
physically to the original data; instead, their existence is 
assumed. 

Now, the question arises, how many N points should be 
added? Initially, we add the same number of N points as there 
are Y points. However, during the tree construction process, 
each node receives a different number of N points based on a 
specific rule. If the number of N points passed down from the 
parent node to the current node is less than the count of Y 
points, we increase the number of N points in the current node 
to match the count of Y points. Conversely, if the inherited 
count of N points from the parent node is greater than or equal 
to the count of Y points, we use that inherited count. 

This rule ensures that we increase the number of N points 
in a node if it has more inherited Y points than N points. This 
action is taken to avoid a situation where there might not be 
enough N points remaining after certain cuts or splits. 
Insufficient N points can pose challenges when performing 
further splits, even if those divisions are still necessary. 
Notably, the number of N points is not reduced if the current 
node is an N node, meaning it has more N points than Y 
points. 

B. Modifications to the decision tree algorithm 

At the heart of the proposed method is the decision tree 
construction algorithm. The decision tree construction 
algorithm typically follows the divide and conquer strategy, 
recursively dividing the data to create the tree. At each step, 
the algorithm selects the best cut to partition the data space in 
order to achieve purer regions. The information gain is 
commonly used as a criterion to determine the optimal cut. 
To calculate the information gain, we need to know the 
frequency or number of data points for each class on either 
side of a potential cut. Since we don't have N points, we have 
to compute them. Assuming the data points are uniformly 
distributed, we determine the number of N points on each side 
of the split proportionally to the area of the resulting regions. 
By utilizing these computed values, we can determine the 
information gain at each side.  

Furthermore, we will evaluate the benefits of making cuts 
on both sides of the data points. In the traditional process of 
constructing decision trees, cuts are typically made on one 
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side of the data points. However, it may result in inaccurate 
descriptions of the empty regions.  

This issue leads to misidentifying normal data points as 
anomalies. To address this, we utilize a new approach that 
incorporates information gain while also looking ahead. The 
main concept is as follows: for each dimension (denoted as 
i), after identifying the initial cut using the gain criterion, we 
will search ahead (maximum of 2 steps) along each 
dimension to find a more optimal cut, denoted as ci. This cut 
will help identify the best region, denoted as ri, which is 
relatively empty measured by its relative density. The relative 
density of a region, r, is computed as r.Y / r.N, where r.Y 
represents the number of Y points and r.N represents the 
number of N points in region r. The cut ci from dimension i, 
with the lowest relative density in its corresponding region ri, 
will be selected as the most effective cut. This modified 
criterion aims to locate the least populated regions along each 
dimension. For more details please refer to [7]. 

III. APPLICATION TO ANOMALY DETECTION 

The AnomalyTree algorithm detects anomalies by finding 
suitable cuts one dimension at a time, while many other 
anomaly detection algorithms take into account linear 
combinations of multiple features. Therefore, the proposed 
method works best for the problems where a significant 
deviation along one dimension would already signal an 
anomaly. For instance, in the problem of fraud detection in 
financial transactions, a significantly larger transaction 
amount or significantly more frequent transactions may 
already signal fraud, even if all other indicators remain on the 
same level. Moreover, since the AnomalyTree algorithm can 
find outliers in one dimension, it will also be able to cut points 
which are outliers in multiple dimensions. 

Next we empirically evaluated the proposed method using 
synthetic datasets. Our experiments established the efficiency 
and accuracy of our method. It is capable of finding 
anomalies both in subspaces as well as in the full high 
dimensional space. Figure 2 shows the anomalies found in a 
two dimensional synthetic dataset. It might be difficult or 
even impossible to cut the anomalies using distance-based 
approaches in this case, but the AnomalyTree algorithm did 
a perfect job: 

 

Fig. 2. Outlier detection in synthetic dataset. 

Below we compare the results of the AnomalyTree 
algorithm and IsolationForest, a popular anomaly detection 
algorithm, on the synthetic dataset:  

 

Fig. 3. Anomaly detection in comparison with IsolationForest. 

 

IV. ANOMALYTREE FOR DATA ANALYSIS 

AnomalyTree algorithm can be also applied as a 
preliminary step in data analysis. For instance, clustering 
algorithms will produce more accurate results if applied to a 
dataset with outliers already removed. No doubt, the most 
popular clustering algorithm is k-means clustering [8]. It is 
well-known for its simplicity, scalability, speed, 
interpretability and versatility. However, K-means is highly 
sensitive to outliers that can significantly affect the position 
and size of the clusters. To overcome this limitation, one can 
employ density-based algorithms like DBSCAN which are 
dedicated to cut off sparse regions not including them into 
clusters and treating them like outliers. However, DBSCAN 
is sensitive to parameter settings, as it requires the 
specification of two key parameters: epsilon (ε), representing 
the maximum distance between points in the same 
neighborhood, and the minimum number of points required 
to form a dense region (minPts). The algorithm's performance 
can be sensitive to these parameter values, and selecting 
appropriate values can be challenging. Besides, DBSCAN 
has difficulties with clustering high-dimensional data, its 
effectiveness decreases as the dimensionality of the data 
increases. In high-dimensional spaces, the distance between 
points tends to become less meaningful, making it harder for 
DBSCAN to capture clusters accurately. Apart from that, 
DBSCAN might be influenced by noise and outliers. 
Although DBSCAN is designed to handle noise and outliers, 
it can be sensitive to their presence. Noisy data or outliers can 
disrupt the density requirements and lead to the improper 
identification of clusters. And lastly, DBSCAN's time 
complexity is relatively high, especially for large datasets. 
The algorithm's performance depends on the number of data 
points and the neighborhood size, making it computationally 
expensive in scenarios with a vast amount of data. 

A combination of simple and predictable k-means 

together with AnomalyTree density-based algorithm can 
become a solution to retrieve the best results from your 
clustering. 

A. Synthetic data experiments 

Let’s test the AnomalyTree method in combination with 
K-means on a synthetic dataset with uniformly generated 
noise. 
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Fig. 4. Synthetic data without noise. 

 
 

 
Fig. 5. Synthetic data with noise. 

Figures 4 and 5 show how the AnomalyTree approach 
improves k-means clustering, efficiently cutting distant 
points and leaving pure clusters. In this way it enriches the 
amount of useful information gained from clustering. 

In terms of Silhouette score [11], which is widely used to 
evaluate clustering performance on data with no labels, our 
approach was able to improve the results of clustering by 
about 20% – from 0.65 up to 0.84. 

B. Real data experiments 

Let’s see an example of different approaches working on 
the famous ‘Iris flower dataset’ [9]. Suppose we want to find 
out what each of 3 types of flowers have in common and for 
more precise analysis we need to cut outliers, leaving only 
those flowers tightly placed near each other. For the sake of 
visualization, we fit all models to the data which was 
dimensionally reduced with Principal Component Analysis 
(PCA) [10], in our case from 4 to 2 dimensions.

 

Fig. 6. Comparison of different clustering approaches. 

As we see on Figure 6, DBSCAN was capable of cutting 
outliers, but unlike k-means, it failed to recognize all three 
initial clusters. 

Let’s take a look at popular clustering metrics to confirm 
or deny our visual assessment. We use Silhouette Score [11] 
and Calinski-Harabasz Index [12] for performance 
evaluation. 

TABLE I.  CLUSTERING SCORES COMPARISON 

Performance evaluation 

 K-means DBSCAN 
K-means + Our 

approach 

Silhouett
e Score 

0.51 0.52 0.69 

Calinski-
Harabasz 

Index 
294 122 441 

 

Table 1 proves AnomalyTree method to be effective in 
improving clustering results on real data as well. Besides, 
AnomalyTree in combination with k-means was able to cope 
with outliers no worse than DBSCAN and improved 
performance of k-means clustering.  

Furthermore, it is also able to return insights on why we 
treat thrown away points as outliers explaining features and 
values of the cuts as well as their impact. 

CONCLUSION 

The goal of the paper is to present a density-based 
algorithm for outlier detection, called AnomalyTree. We 
provide open access to its implementation. The main idea 
behind the proposed approach is to partition the data space 
into both data-filled and empty regions at different levels of 
granularity to identify outliers. 

To adapt the decision tree algorithm for outlier 
identification in an unsupervised manner, we leverage the 
idea of introducing non-existing points into the data space. 
Additionally, a modification to the purity function is made 
that anticipates the optimal partition.  

To evaluate the effectiveness of AnomalyTree, extensive 
experiments were conducted. The results of these 
experiments demonstrated the efficacy of the proposed 
technique in achieving outlier detection objectives. 
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I. INTRODUCTION 

An artificial neural network is a model that tries to imitate 
the work of the human brain which consists of connected 
artificial neurons layers. Each neuron receives input data, 
processes it and transfers the result to the next neurons. 
Artificial neural networks (ANNs) are widely used. They are 
used to solve classification, regression problems, problems of 
objects recognition in images, natural language processing, 
etc. With the growth of computing capabilities of modern 
computers, the problems in which ANNs are used become 
more. This requires a revision of the classical ANN 
architectures and a theoretical justification of training 
algorithms. We will consider an illustrative example of 
ANNs constructions, will present how a discrete 
mathematical model of a multilayer perceptron is 
transformed into a neural network with continuous time, the 
work of which is modeled by a system of ordinary differential 
equations (ODEs). Usage of differential equations (ordinary 
and with partial derivatives) is a modern trend of ANN theory 
[1, 2, 3, 4] because of their practical value [5, 6]. The software 
implementation of the results was done, for example, using 
Julia programming language [7, 8]. We will look at some 
features of CTNN and implement the results in Python.  

II. MATERIALS AND METHODS 

Multi-layer perceptron. Let's start our consideration 
with a certain modification of the results of [7]. In this article, 
we will consider a multi-layer perceptron schematically 
shown in Fig. 1.  Let's explain the architecture of this 
network. It consists of an input layer  

����� = � = ��	�
�,                              �1� 

one, so-called, hidden layer  

������ = � = �ℎ	ℎ
�,                           �2� 

and an output layer  

������ = � = ��	�
�,                           �3� 

Connections between layers are made with two sets of 
weights  

����ℎ�	 = � = ��	 �
�� ���,                  �4� 

����ℎ�
 = ! = �"	 "
"� "�� =  ��# �$�% �&� , �5� 

two sets of biases  

(�)*	 = ( = �+	+
� , (�)*
 = Β =  �-	-
� , �6� 

 

 
Fig. 1. Multi-layer perceptron 

and, used twice, activation function  

/��0��� = *�1� = 11 +  �34 , 1 ∈ ℝ.              �7� 

Let us note that the sigmoid is a solution to the Cauchy 
problem of first-order ordinary differential equation  

*9 = *�1 − *�,                                    �8� 

*�0� =  12.                                       �9� 
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Let's agree for convenience to use this function with a 
vector argument, assuming that  

* >�1	1
�? = �*�1	�*�1
�� , �1	1
� ∈ ℝ
.           �10� 

The goal of perceptron training should be the 
implementation of “single point” set of input data  

@��	�
� , A�)B ∶= ��	�
�D.                     �11� 

The difference between Output and Goal is measured 
using the loss function  

E >�F	F
�? = 12 F	
 + 12 F

, �F	F
� ∈ ℝ
,        �12� 

where  

�F	F
� ≔ ��	 − �	�
 − �
�.                       
With introduced notations, the model is described as 

follows. At the Hidden level, an output signal should be 

� = *�� ∙ � + (�.                        �13� 

Similarly, an output signal at the Output level should be 

� = *�! ∙ � + Β�.                       �14� 

The problem of training the network is to find such 
weights and biases, which are, in a certain sense, the solution 
to the optimization problem  

E → 0��.                               �15� 

Function L has 12 variables: 4 weights in each of the 

matrix's W and V, 2 biases in each of the vector's B and Β. 

The minimization takes place in the space ℝ	
. At the zero 
step, we select the initial values of the specified parameters. 
To obtain the next elements of the minimization sequence for 
the problem (15), we will use the coordinate gradient descent 
method. To find the corresponding new weights and biases 
we use the following formulas (for convenience, we show 
only four out of twelve formulas)  

"	J = "	 − K LEL"	 ,                         �16� 

�	J = �	 − K LEL�	 ,                       �17� 

+	J = +	 − K LEL+	 ,                         �18� 

-	J = -	 − K LEL-	 .                        �19� 

where K - some small parameter. As a result, according to the 

known rather small value of the parameter K > 0, using the 
formulas of type (16) - (19), for given values of weights W, V 

and biases B, Β , we construct new values �J, !J, (J, ΒJ 

such that  

E��J, !J, (J, ΒJ � ≤ E��, !, (, Β �.            
Using the presented algorithm in a cycle way, in a certain 

number of steps, we will obtain such weights and biases that 
realize the permissible discrepancy between Output and 
Goal.  

 

Continuous Time Neural Networks. We have 
considered the architecture of a perceptron with one hidden 
layer. Omitting the details, we can write it in the following 
form  

����� ⇛ ������ ⇛ ������,  
or abbreviated  

� ⇛ �	 ⇛ �. 
To unify the notations, we will accept  

�P ≔ �, �
 ≔ �. 
Then the formula (13) will take the form  

�	 = *�� ∙ �P + (�,                        �20� 

and the formula (14)  

�
 = *�! ∙ �	 + Β�.                        �21� 

Since W and V are weights (albeit at different levels), it is 
natural to denote  

�	 ≔ �, �
 ≔ !. 
Similarly, let's redefine biases as  

(	 ≔ (, (
 ≔ Β. 
Then the formulas (20) - (21) can be combined into one:  

�QJ	 = *��QJ	 ∙ �Q + (QJ	�, � = 0, 1.        �22� 

A neural network (22) consists of the so-called plain 

block, in which previous information is considered only in the 
argument of the activation function. It appears that to speed 
up the learning process (which is especially relevant for 
complex tasks, for example, image recognition), instead of a 
plain block (22), it is more appropriate to consider a so-called 
residual block  

�QJ	 = �Q + *��QJ	 ∙ �Q + (QJ	�, � = 0, 1.       �23� 
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Such a network is called Residual Neural Network (RNN). 
Let's consider the scheme of problem solving, in which the 
connections between levels (22) are replaced by (23). Of 
course, the specific view of the formulas for training the 
network will change. However, the algorithm will remain the 
same. It will consist of finding eight weights and four biases 
to “correctly” recognize the two-dimensional input vector.  

When the input information becomes more complicated 

(for example, the dimension of the �P vector increases, there 
are more Input - Goal pairs, etc.), the learning process will 
become more and more cumbersome and will be poorly 
implemented even on powerful computers. One of the options 
for solving this problem and improving the quality of the 
network is to increase the number of hidden layers without 
changing their structure. Indeed, if instead of (23) we 
consider the network  

�P ⇛ �	 ⇛ ⋯ ⇛ �Q ⇛ �QJ	 ⇛ ⋯ ⇛ �S, 
which has N - 1 Hidden level, moreover,  

�QJ	 = �Q + T��Q, �QJ	, (QJ	�, � = 0, U −  1VVVVVVVVVVV, �24� 

where  

T��Q, �QJ	, (QJ	� ≔ *��QJ	 ∙ �Q + (QJ	�, �25� 

then the number of “unknown parameters” = “weights and 

biases” would increase, but the procedure for finding them 

would remain standard. Let's combine the weights �QJ	 and 

the bias (QJ	 into one notation u(t) (this is a vector whose 

elements are the elements of the matrix �QJ	 and the vector (QJ	 and introduce the following additional notations:  

∆� = 1 = �� + 1� − �, 1��� = �Q,  
�X1���, ����Y = T��Q, �QJ	, (QJ	�.  

Then, instead of (24), we can write the network 
architecture in the form  

1�� + 1� = 1��� +  �X1���, ����Y∆�, � = 0, U −  1VVVVVVVVVVV.  �26� 

The formula (26) is an implementation of Euler's method 
of constructing a solution of the Cauchy problem for a system 
of ordinary differential equations  

19 = ��1, ��,                            �27� 1�0� =  1P,                              �28� 

where the vector 1P  depends on the data �P . Since the 
solution of the problem (27) - (28) under certain conditions 
satisfies Volterra's integral equation of the 2nd order  

1��� = 1�0� + Z ��1�[�Q
P

, ��[���[, � ∈ \0, U], �29� 

then the procedure for constructing N levels of the network 
can be replaced by one formula of the type (29):  

1�U� = 1�0� + Z ��1�[�S
P

, ��[���[.            �30� 

The process of network training will consist in the 
minimization of some objective function  

EX1�U�Y = E ^1�0� + Z ��1�[�S
P

, ��[���[_ =          
= EX�`a/�B"�b�1�0�, �, 0, U, ��Y.              �31� 

where the expression ODESolver formally means the 
application of the Cauchy solution search operator for a 
system of ordinary differential equations in some 
programming languages (for example, in Python). The main 
technical problem in training such a network is trying to 
differentiate by parameter (this is called backpropagation) 
“inside” the ODESolver operator. However, this problem can 
already be solved technically. Thus, we need to solve the 
following problem:  

c�1, �� ≔ EX1�U�Y → 0��,                �32� 19 = �X1���, ����Y, � ∈ \0, U], �33� 1�0� =  1P,                            �34� ���� ∈ d, � ∈ \0, U].                    �35� 

This is one of the classic problems of optimal control 
theory, which is called the terminal control problem.  The 
function (32) is called the Mayer functional, the vector 
function x - the phase coordinates or allowable trajectories 
of the problem, the vector function u - permissible control 

tasks. Thus, x is the solution to the Cauchy problem (33) - 
(34). The values of u belong to a certain set of admissible 
controls U. 

III. SOFTWARE IMPLEMENTATION OF ALGORITHMS 
Consider the problem of silhouette recognition from 

white noise using the residual neural network Res-Net (23) 

and the above-mentioned ODE-Net model (32) - (35). In 

other words, we need to find such a set of weights that would 

transform the white noise into a silhouette, would make the 

model see the silhouette where it is not. Let there be a “one-

point” set of input data  

e�	 = � = f �	…�	P
�
h , A	 = A = f �	…�	P
�hi , �36� 

namely, 32 × 32 sized images, which are transformed into a 

vector with 1024 coordinates. Here, I is a random vector that 

is white noise, and G is a certain silhouette (see Fig. 2). 
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Fig.2. I is the input noise image, G is the silhouette 

To do this, we implement the residual neural network 

(Res-Net) and neural network with ordinary differential 

equations (ODE-Net) using the Python programming 

language and a machine learning framework for the 

transformation of numerical functions Google JAX. This 

platform provides the possibility of applying the Cauchy 

problem solution search operator for the system of ordinary 

differential equations (ODESolver in (31)), compiling the 

source code into machine code, finding the gradient, etc. Each 

model is built in several steps. 

Step 1. Define the hyperparameters for model  

����ℎklmnlQ = 5; ����ℎpqlnlQ = 3; 
B)F�b*klmnlQ = \32 ∗ 32] ∗ ����ℎklmnlQ; 

B)F�b*pqlnlQ = \32 ∗ 32 + 1] ∗ �����ℎpqlnlQ − 1� + + \32 ∗ 32]; 
*s)B�klmnlQ = *s)B�pqlnlQ = 0.001; 
)B�ℎ)klmnlQ = )B�ℎ)pqlnlQ = 0.01; 

���b*klmnlQ = 1000; ���b*pqlnlQ = 100; 
where depth - is the total number of layers, layers - a list that 

contains the number of neurons in the corresponding layer, 

scale - the number by which the generated random weights 

and biases are multiplied, alpha - learning rate coefficient, 

iters - the number of training iterations. 

Step 2. Generate random values of weights and biases of 

the required dimension, considering the multiplier scale.  

The function shown in Fig. 3 is responsible for this. 

 

Fig. 3. Function to initialize random weights and biases 

Step 3. Define the architectures of Res-Net and ODE-Net 

models and the weights adjustment method as follows. 

 
Fig. 4. The Res-Net model in Python programming language  

In Fig. 4 the mlp function implements a nonlinear 

transformation of input signals using the activation function 

(in this case tanh), the resnet function actually, describes the 

residual neural network, loss - the target function (12) in ℝ�
×�
, update - defines a gradient descent method to adjust 

weights and biases with the specified hyperparameter alpha. 

 
Fig. 5. The ODE-Net model in Python programming language 

In Fig. 5 the dynamics function also implements a 

nonlinear transformation of the input signals using an 

activation function, but also considering the time interval, 

while the odenet function describes a continuous-time neural 

network. 

Step 4. Determine the functions of iterative learning, 

during which we adjust the weights and biases of the models 

using the gradient descent method. 

 
Fig. 6. Description of Res-Net model training using Python 
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Fig. 7. Description of ODE-Net model training using Python 

We implement training using the for loop, update the 

weights and biases iters times and return the latest updated 

values (Fig. 6-7). We call the functions and get the trained 

models. 

IV. VISUALIZATION OF RESULTS 
After obtaining the weights and biases for each model 

after the last iteration of training, we compare and visually 

evaluate the training results. 

 
Fig. 8. Input, Expected and Predicted by Res-Net Images 

It can be noted in Fig. 8 that the residual neural network 

perfectly coped with the task of silhouette recognition on the 

Input image. The value of the objective function for this 

model is 0.001, which indicates that each corresponding pixel 

in the Output and Predict images has almost the same 

saturation. 

 
Fig. 9. Input, Expected and Predicted by ODE-Net Images 

The continuous time neural network also coped with this 

task, but it is easy to notice in Fig. 9 that in some places the 

Output and Predict images do not exactly match. This is 

evidenced by the value of the objective function, which is 

equal to 0.05. However, it is worth noting that the ODE-Net 

model was trained for 100 iterations, which is 10 times less 

than Res-Net. Training took place at the same values of alpha 

= 0.01 - the learning rate coefficient. Another important point 

is the training time of the models. The Res-Net architecture 

clearly outperforms ODE-Net on this metric, as the residual 

network took only 7 seconds to train, while ODE-Net took 3 

minutes. Obviously, this is caused by the large number of 

calculations, which mainly fall on the function odeint 

(ODESolver in (31)), which needs improvements. In 

addition, solving the corresponding problem of optimal 

control can traditionally be reduced to the use of the 

Pontryagin maximum principle, which should speed up the 

learning process. This will make it possible to widely use 

differential equations in the modeling of complex processes 

without spending a lot of resources on it.  

 CONCLUSION 

The architecture and learning method of the multilayer 

perceptron was demonstrated (Fig. 1). After that, the 

transition from residual to continuous-time neural network 

was shown (26). Considered the problem of silhouette 

recognition from white noise using Res-Net (23) and ODE-

Net (32) - (35) models. The obtained results (Fig. 8 - 9) 

indicate the competitiveness of two models, but there are 

advantages and disadvantages of using each of them. The 

Res-Net model proved itself to be excellent. Disadvantages 

include the extremely large number of iterations required for 

training. However, the iterations were done quickly, which is 

an advantage over ODE-Net, which in turn takes much more 

time for a smaller number of iterations. This is caused by 

odeint function calls, which consume a significant amount of 

computing resources.  
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Abstract — The task of improving classification accuracy in 

the case of analysis of short datasets is an important problem, in 

particular, for express diagnostics in biomedicine. Hybrid 

methods, including ensemble methods, are gaining more and 

more popularity for their solution. This paper proposes a 

modification of the unsupervised-supervised cascade scheme, 

the purpose of which is to reduce the dimensionality of the 

extended dataset intended for analysis. The proposed 

modification includes the use of the clustering method for data 

pre-processing, as well as the parallel application of a linear 

classifier at the first level of the cascade. As a result of this 

approach, the initial inputs of the task are replaced by only one 

attribute, the output signal of the linear classifier, which, 

together with the markers belonging to each data cluster, forms 

a new dataset for training the final classifier on the second 

cascade level. The simulation was performed on a real dataset 

using six different linear classifiers. Through comparison, it was 

established both a reduction in the time resources required for 

training the method and an increase in the accuracy during the 

analysis of small sets of biomedical data.  

Keywords — express diagnostics, ensemble learning, 

unsupervised-supervised learning, small data approach, linear 

methods, cascade scheme 

I. INTRODUCTION 

Today, biomedical engineering includes more than 18 
areas of research [1]. The modern development of artificial 
intelligence provides the possibility of applying its latest 
achievements to solve various tasks in each of these areas. One 
of these tasks is data classification.  

Features of biomedical datasets are the presence of a large 
number of features in a given dataset [2]. This is explained by 
the need to take into account both medical and biological and 
engineering and technical characteristics that affect the 
dependent characteristic [3]. In addition, today many tasks of 
biomedical engineering are characterized by a limited amount 
of available data [4]. This reduces the efficiency or makes the 
intellectual analysis of such data impossible. A big problem is 

a short data set with a large number of attributes in each vector 
from the set [5], [6]. If we take into account the condition that 
the number of features should be at least 100 times less than 
the number of observations [7], it imposes many problems 
when solving various problems of intellectual analysis based 
on such biomedical datasets. 

One of the possible options for increasing the 
classification accuracy, in particular by linear methods, is to 
increase the dimensionality of the input data space of the task, 
in particular with the use of clustering [8]. However, in the 
case of the analysis of a short set of biomedical data, taking 
into account its already typical high dimensionality, the use of 
such methods is accompanied by several limitations.  

However, taking into account the fact that similar methods 
demonstrate very high accuracy [8], this paper aims to modify 
the unsupervised-supervised cascade scheme to reduce the 
dimensionality of the extended dataset intended for analysis. 

Therefore, the main contribution of this paper can be 
summarized as follows: 

• The two-step data approximation method [8] was 
adapted for the case of solving a classification task, 
which, due to the expansion of the input data space of 
the task with markers of belonging to each cluster, 
determined by an additional clustering procedure, 
ensures an increase in the accuracy of the work of 
linear classifiers. 

• The two-step method of data classification has been 
modified, which, unlike the existing one, replaces all 
initial independent attributes with the predicted value 
of the sought variable due to the additional use of a 
classifier in the first step of the method. This approach 
reduces the training time of the final classifier while 
maintaining or even increasing the accuracy of its 
work. 

II. STATE-OF-THE-ARTS 

The idea of using clustering and classification together is 
not new. There are many articles and applied problems where 

The EURIZON Fellowship Program “Remote Research Grants for 
Ukrainian Researchers” funded this research under grand № 138. 
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the combination of these two approaches provides a 
significant increase in accuracy or performance.  

In particular, in [9] the authors used unsupervised learning 
for pre-processing data in bioinformatics. The fact is that this 
area is characterized by a large amount of data that is difficult 
to label. Some errors and inaccuracies affect the reliability of 
the data for the classifier [10]. That is why the author 
developed an approach to the formation of a more reliable 
dataset for the classifier using unsupervised learning. 

In [11] an equally interesting task was solved. The authors 
developed a new approach to feature selection using 
unsupervised learning. It is based on the idea of a random 
forest, but the Unsupervised Feature Selection mechanism is 
used here. Modeling of the proposed approach was carried out 
using 19 datasets. The results demonstrate a significant 
increase in the accuracy of the method in comparison with 
analogs.   

In [12], [13] methods of increasing data classification 
accuracy using clustering have been developed. The first step 
of the method involves using clustering to select compact sets 
of points. In the next step, a classifier works in each such set. 
Due to this, the overall classification accuracy on the entire 
dataset increases significantly. However, in cases of the 
existence of a small number of observations in one of the 
selected clusters, the application of a classifier based on 
machine learning may be significantly limited. 

To overcome the problem described above, in [8] another 
scheme of combining clustering and, in this case, regression is 
considered. In particular, pre-processing of data that takes 

place using clustering serves as additional information that 
will be included in the general dataset. In particular, each 
vector will be expanded with markers belonging to each of the 
identified clusters. This approach solves the problem of the 
previous method, significantly increasing the prediction 
accuracy. However, it also increases the computational 
complexity of the classifier and can provoke overfitting. In 
addition, it is not always suitable for the analysis of short 
datasets. 

III. MODIFICATION OF COMBINED UNSUPERVISED-

SUPERVISED CASCADE SCHEME 

This section describes the adapted method (basic is [8]) 
and the two-step method modified in this paper for solving the 
data classification task. In addition, the section provides a 
brief description of the linear classification methods that were 
used for modeling to determine the effectiveness of the 
proposed approach. In addition, methods for determining the 
optimal number of clusters for the data clustering procedure 
required by existing and modified methods are described here. 

A. Adaptation of the existing method for solving 

classification tasks 

The authors in [8] developed a method for the combined 
use of clustering and regressors based on machine learning 
algorithms to improve the accuracy of solving approximation 
tasks of tabular datasets. The method is based on the principle 
of expanding the space of input data due to the previous use 
of an additional procedure of clustering the input dataset. 
Clustering is performed on the training dataset using the k-
means method. As a result of its execution, we get a set of 

Clustering

Linear classifier

1 2, ,..., nx x x

predy

1 2, ,..., nx x x1 2, ,..., km m m

     

Clustering

Linear classifier

1 2, ,..., nx x x

predy

1 2, ,..., km m m

Linear 

classifier 1

1 2, ,..., nx x x

_1predy

 

a)            b) 

Fig. 1. Flowchart for the combined unsupervised-supervised cascade scheme: a) the existing approach; b) modified approach 
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clusters with each vector of the training data set belonging to 
one of them. An important condition for our adaptation 
(exactly for solving the classification task) is that the number 
of clusters must be greater than the number of previously 
known classes of the task. 

The next step of the method is the formation of a new 
dataset by expanding each data vector with markers belonging 
to each of the specified clusters found in the previous step (1 
– when the vector belongs to a cluster, 0 – in all other cases). 
In this way, we get a significantly expanded data set (larger 
number of attributes), which is used to train the final classifier. 

In the application mode of the method, in the first step, we 
need to determine the belonging of each vector from the test 
dataset to the clusters defined at the training stage. This 
procedure takes place by determining the smallest Euclidean 
distance to each of the cluster centers determined at the 
training stage. Next, each vector of the test sample is also 
expanded with additional attributes, and markers belonging to 
each of the defined clusters (1 – when the vector belongs to a 
cluster, 0 – in all other cases). We apply the obtained expanded 
vectors to the previously trained final classifier. It produces 
the final result. Fig. 1 shows the structural diagram of this 
approach. 

As can be seen from the description of the method and also 
from Fig. 1 a, the main disadvantage of this method is a 
significant expansion of the dimensionality of the input data 
space of the task. This significantly increases the duration of 
the training procedure of the final classifier and can worsen 
the generalization properties of the method. However, the 
main disadvantage of this method during the analysis of short 
datasets is a significant increase in the number of features. If 
we take into account the rule that the number of features 
should be at least 100 times less than the number of vectors in 
a current dataset [7], the above-described method imposes a 
series of limitations on the size of a short dataset, as well as 
the number of clusters that can be used by this method. 

To eliminate all the above-mentioned shortcomings during 
the analysis of short datasets, this paper proposes a 
modification of the above-mentioned method. 

B. Proposed modification 

The modified method is also based on the idea of using 
clustering for pre-processing of a given data set. It also uses 
the k-means method to assign each observation to a defined 

cluster. Thus, as a result of clustering, we get a set of clusters, 
which should also be larger than the number of known classes 
of the problem. However, in the modified method, in parallel 
with clustering, a classification procedure using the first 
method of machine learning is introduced (Fig. 1.b).  

As a result of the parallel execution of both of the above-
described procedures, a new dataset is formed. In this case, all 
initial features of the task are replaced by one attribute - the 
output signal of the first classifier. Also, markers of belonging 
of each vector of the training sample to each of the obtained 
clusters are added to it. Next, the training procedure of the 
final classifier takes place on a significantly smaller dataset 
compared to the basic method described above. 

In the application mode, we use the first classifier to obtain 
the output signal for each vector of the test sample and replace 
the initial features of the corresponding vector with the found 
output signal. To them are added markers of belonging of the 
current vector from the test sample to each of the known 
clusters. This happens based on determining the smallest 
Euclidean distance between the current vector and each of the 
known cluster centers. The obtained vectors are applied to the 
previously trained final classifier to obtain the observation’s 
membership in one of the classes defined by the task. 

The structural diagram of this approach is presented in Fig. 
1 b. An obvious advantage of such a step is an insignificant 
increase in the number of features of the extended dataset, 
which will provide the possibility of analyzing short datasets; 
will increase the performance of the developed two-step 
classifier; and even increase the accuracy of its work. 

C. Basic ML-algorithms used for modeling 

To test the effectiveness of the proposed approach, we 
used six different linear classifiers implemented in the scikit-
learn (sklearn) library of the Python language [14]: 

1) LogisticRegression is a simple algorithm for binary 

classification that creates a linear combination of input 

features and their weights and then passes that combination 

through a logistic function that transforms it into an interval 

between 0 and 1. This is interpreted as the probability that an 

object belongs to a certain class. 

2) SVC (linear kernel) is used to separate two classes of 

objects by finding the optimal hyperplane in the feature 

 

a)        b) 

Fig. 2  Optimal k-mean’s cluster number for the investigated dataset using: a) Calinski Harabasz method; b) Distortion method 
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space. The main idea is to find such a hyperplane that 

maximally separates objects of two classes.  

3) LinearSVC – the method is identical to the previous 

one, but its implementation differs from (2) and provides a 

higher speed of operation. 

4) RidgeClassifier - is a variation of the linear regression 

method that uses Ledge regularization for the classification 

task. The main goal is to find the optimal linear hyperplane 

that separates data from different classes. 

5) GaussianNB is used for classification by applying a 

naive Bayesian approach with the assumption that the 

distribution of features in each class is normal (Gaussian). 

The main idea is to calculate the probabilities of the object 

belonging to different classes based on the probabilities of the 

appearance of features in each class.  

6) SGDClassifier uses stochastic gradient descent to train 

a classification model. The main idea is to gradually update 

model parameters depending on the gradient of the loss 

function based on small data samples (mini-packets). 

D. Methods for determining the optimal number of clusters 

 The basic and modified methods use a clustering 
procedure for pre-processing the data. It is performed using 
the k-means method, the main drawback of which is the need 
to manually select the number of clusters. To avoid this 
shortcoming, this paper uses two methods for determining the 
optimal number of clusters: 

• Calinski-Harabasz is a method that consists in 
comparing the variance between clusters and the 
variance within clusters. A detailed description of the 
method can be found in [15]. 

• Distortion is a method that consists in evaluating how 
similar the objects within the clusters are to each other, 
as well as finding the "elbow point" on the graph that 
indicates a change in the intracluster variance variable. 
A detailed description of the method can be found in 
[16]. 

IV. MODELING AND RESULTS 

This section describes the modeling procedure with the 
selection of the optimal parameters of the method and also 
presents the obtained results. The modeling was carried out on 

a computer with the following parameters: Processor: Intel(R) 
Core i7-8750H; Number of processor cores: 6: Operating 
frequency of the processor: 2.20GHz; RAM size: 32 GB; 
Operating system: Windows 10 Home; Python version: 3.9; 
Integrated development environment: PyCharm 2019.2.6 
(Professional Edition). Total Accuracy indicator and training 
time were used to assess the accuracy of the studied methods. 

A. Dataset descriptions 

We used the dataset “Heart Attack Prediction” [17] for 
modeling the proposed approach. Here, the heart attack 
predicting task based on 14 independent attributes is solved. 
After preliminary processing, which consisted in removing 
columns containing many gaps, converting categorical 
features into numerical ones, as well as performing feature 
selection procedures, the final dataset contained 18 
independent attributes and 294 observations. 

B. Optimal k-mean’s cluster number 

To determine the optimal number of clusters of the k-
means clustering method, two methods were studied in the 
paper. Fig. 2 shows their results. It should be noted that the 
Calinski-Harabasz method demonstrates 4 clusters for a 
current dataset. At the same time, the use of the Distortion 
method does not provide an opportunity to determine the 
optimal number of clusters. Therefore, in the paper, a search 
was carried out on the interval [4, 10] with step 1. It was 
experimentally determined that 6 clusters provide the highest 
accuracy in solving the classification task by the method 
modified in this paper. 

C. Investigating the effect of data normalization on the 

accuracy of all methods 

The effectiveness of machine learning methods largely 
depends on the characteristics of the dataset [18]. In particular, 
some independent variables can acquire large values, while 
others - are very small. Accordingly, this will affect the 
accuracy of the selected classifier. 

In this paper, we conducted experimental studies and 
compared the effectiveness of the developed and basic 
methods when applying six different linear machine learning 
methods with basic parameters. Also, we used three different 
normalization methods and a variant without data 
normalization. 

Table 1 summarizes the results of this experiment.

TABLE I.  OBTAINED RESULTS FOR DIFFERENT NORMALIZATION TECHNIQUES 

ML model 
Basic ML algorithm Basic cascade method Modified cascade 

Training time 

(seconds) 
Accuracy 

Training time 

(seconds) 
Accuracy 

Training time 

(seconds) 
Accuracy 

Without normalization 

LogisticRegression 0,006883 0,8475 0,004220 0,8475 0,004191 0,8475 

SVC (linear kernel) 0,006530 0,5424 0,006462 0,5424 0,010451 0,5763 

LinearSVC 0,064928 0,7627 0,051804 0,8136 0,035782 0,7797 

RidgeClassifier 0,144964 0,8305 0,043892 0,8475 0,055393 0,8305 

GaussianNB 0,003866 0,8475 0,003547 0,8305 0,002397 0,8305 

SGDClassifier 0,058517 0,5593 0,045070 0,5593 0,053689 0,5763 

StandartScale 

LogisticRegression 0,003953 0,8644 0,003895 0,8644 0,002697 0,8644 
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ML model 
Basic ML algorithm Basic cascade method Modified cascade 

Training time 

(seconds) 
Accuracy 

Training time 

(seconds) 
Accuracy 

Training time 

(seconds) 
Accuracy 

SVC (linear kernel) 0,009777 0,8475 0,010116 0,8305 0,005557 0,8475 

LinearSVC 0,066730 0,8644 0,056780 0,7966 0,035958 0,8644 

RidgeClassifier 0,044398 0,8305 0,048889 0,8136 0,043394 0,8305 

GaussianNB 0,002107 0,5593 0,002581 0,5593 0,002340 0,5593 

SGDClassifier 0,047664 0,8305 0,042829 0,7966 0,149941 0,8305 

MaxAbsScale 

LogisticRegression 0,002548 0,8305 0,003661 0,8305 0,002577 0,8305 

SVC (linear kernel) 0,007695 0,8136 0,007601 0,8305 0,004236 0,8305 

LinearSVC 0,045668 0,8305 0,064881 0,8305 0,053417 0,8305 

RidgeClassifier 0,040368 0,8305 0,043315 0,8305 0,040007 0,8305 

GaussianNB 0,002133 0,6949 0,002268 0,8305 0,002353 0,8305 

SGDClassifier 0,038464 0,8305 0,045740 0,8305 0,039975 0,8305 

MinMaxScale 

LogisticRegression 0,002682 0,8305 0,003143 0,9153 0,002681 0,9153 

SVC (linear kernel) 0,007980 0,8136 0,008082 0,9153 0,004528 0,9153 

LinearSVC 0,045368 0,8305 0,042081 0,8983 0,044613 0,9153 

RidgeClassifier 0,044468 0,8305 0,051226 0,9153 0,045198 0,9153 

GaussianNB 0,002482 0,6610 0,003986 0,8644 0,003406 0,8814 

SGDClassifier 0,003164 0,8305 0,005432 0,8983 0,005191 0,9153 

 

As can be seen from Table 1, MinMaxScaler demonstrated 
the highest accuracy among all other options. The results 
obtained using this scaler were used to compare the 
performance of all the methods studied in the paper. 

V. COMPARISON AND DISCUSION 

The comparison was made using six well-known linear 
machine learning methods in the following modes: 

• Using linear classifiers on the initial data set (training 
took place on a set of 18 initial independent attributes); 

• Using linear classifiers within the framework of the 
basic method (training took place on a set of 24 
independent attributes: 18 initial and 6 cluster labels); 

• Using linear classifiers within the framework of the 
modified method (training took place on a set of 7 
independent attributes: 1 output of the first linear 
classifier and 6 cluster labels). 

Fig. 3 a and 3 b summarize the accuracy and speed results 
of all six classifiers for the three proposed modes.  

As can be seen from Fig. 3 linear machine learning 
methods show the lowest classification accuracy. The adapted 
basic method shows a significant increase in accuracy (from 9 
to 20%). The modified method shows either the same 
accuracy as the basic one or an increase in accuracy by an 
average of 1.5% compared to the basic one. However, the 
main advantage of the modified method is to reduce the size 
of the data set for submission to the final classifier. This 
provides an increase in the generalization properties of the 
classifier, as well as a significant reduction in the duration of 

the training procedure in comparison with the basic method 
[8]. 

CONCLUSIONS 

This paper adapts a two-step data classification method 
and presents its modification for intelligent analysis of short 
sets of biomedical data. The proposed modification includes 
the use of the clustering method (in particular, the k-means 
method) for data pre-processing, as well as the parallel 
application of an additional linear classifier. As a result of this 
approach, the initial inputs of the task are replaced by only one 
attribute, the output signal of the first linear classifier, which, 
together with the markers belonging to each cluster, forms a 
new dataset for training the final classifier.  

The article solves the heart attack predicting task. The 
authors determined the optimal operating parameters of the 
modified method. The comparison is carried out in three 
modes: using linear classifiers on the initial dataset, within the 
framework of the basic method, and within the framework of 
the modified method. The results of the comparison show that 
the modified method shows a significant increase in accuracy 
(up to 22%) compared to basic machine learning algorithms. 
This approach also contributes to the reduction of the size of 
the dataset to be submitted to the final classifier, which leads 
to the acceleration of the work of the developed classifier. This 
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advantage will become quite noticeable during the analysis of 
significantly larger sets of biomedical data. 
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Fig. 3  Performance indicators for basic ML-algorithms, basic cascade method and moditied cascade scheme: a) classification accuracy; b) training time 
(seconds) 
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Abstract — Application of intelligent expert systems for 

structuring and automation of laboratory activities in the 

educational process has been analysed. It is shown that 

combination of teaching materials with cross-references and 

transitions by the means of expert systems allows educators to 

make optimal decisions on time, set priorities and prepare 

more effective laboratory classes. The implementation of 

expert systems for classification sections of academic 

disciplines in both engineering and technical sciences and 

humanities has been discussed. An algorithm for making 

decisions by an expert system, where the main emphasis is 

given to laboratory tasks and work with laboratory equipment, 

is proposed. It is shown how to develop a new expert system 

which can help university educators prepare remote laboratory 

work, and also to use of virtual simulators or effective practical 

training.  The proposed expert systems can be used for 

classifying thematic sections of a wide range of disciplines, 

including natural sciences, engineering, and humanities. They 

can be used for preparing new courses and training new 

educators in different areas. Thus expert systems are described 

as high-scale software units without restrictions on the depth of 

the question tree and the number of logical branches of the 

classifier. 

Keywords — Intelligent Expert System; Remote Laboratory 

Work; Virtual Laboratory Work; Virtual Simulator. 

I. INTRODUCTION  

Representatives of educational institutions are forced to 
widely use the means of structuring and automation in the 
educational process [1] to ensure its competitiveness and 
compliance with modern standards of development [2]. 
Such tools include automated learning systems, electronic 
reference books and textbooks [3], tools for assessment and 
control of knowledge [4]. High-tech support of the 
educational process allows educators to prepare and conduct 
classes at a high level. In particular, students of one 
specialization can study related disciplines, which often 
contain common topics, elements, results, and conclusions. 
On the contrary, for students of different specialties, the 

same discipline may contain different material, or the same 
material, the topics and issues of which are presented in 
different sequences. As a result, it has different hierarchical 
nesting and structure. That formulates the need to organize 
methodological material in the form of a nested hierarchical 
structure. The article demonstrates that this technical 
problem can be solved using intelligent expert systems [5]. 

The expert system can record teaching materials 
prepared by one educator and, through cross-references and 
transitions, combine them with the teaching materials of 
another educator, as well as provide access to such mutually 
integrated materials to other fellow educators [6]. Expert 
systems can be applied to solve a variety of multi-purpose 
problems [7] in different fields of science [8], technology 
[9,10], business [11], medicine [1,12-15]. They allow to 
conveniently formalize the experience and traditions of the 
educational process. The training material can be saved in 
the form of a hierarchically structured database. Different 
levels of access can be arranged for professionals with 
different experiences. If a new educator appears among the 
educators of the educational institution, he or she can be 
assigned the mode "Read-only", which allows him or her to 
quickly get acquainted with the educational material. Later, 
such educator can become a supervisor and author of new 
educational material. 

Thanks to the recommendations and conclusions of the 
expert system, educators can prepare and conduct practical, 
seminar, or laboratory classes more effectively. 

II. DEVELOPMENT AND CONFIGURATION OF THE EXPERT 

SYSTEM'S COMPOSITION AND LAYOUT 

Educators possess various approaches to generate and 
populate expert systems. These expert systems, once 
established, serve as tools for students to engage in 
laboratory assignments, oversee virtual simulations, and 
facilitate hands-on sessions in subjects like history and other 
humanities. Undoubtedly, preparing and configuring a 
virtual lab demands substantial time investment from 
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teachers. Additionally, the procedural explanation for 
laboratory tasks can substantially differ between scientific, 
technical, and IT fields. Nevertheless, during the phase of 
lab preparation, the expert system can empower instructors 
to timely and effectively make well-informed choices, 
establish priorities, and allocate focus. 

During the phase of conceptualizing and constructing an 
ex-pert system, educators have the opportunity to integrate 
desired interface components for interlinking with diverse 
fields of study, replace outdated and ineffective elements, 
and categorize practical tasks. The majority of expert 
systems are accessible through web applications, compatible 
with contemporary operating systems such as GNU Linux, 
Microsoft Windows, Apple macOS, and Google Android. 
For instance, when working with the widely-used Exsys 
Corvid intelligent system, the utilization of the Oracle Java 
runtime environment and the Apache Tomcat web server 
becomes imperative. This facilitates remote connectivity 
and sustained utilization for other users of the expert system. 
Apache Tomcat and Oracle Java are cross-platform tools, 
thereby capable of functioning across various operating 
systems. 

Users have the capability to engage with decentralized, 
multi-tiered menus that have been set up by the creator of 
the expert system. The expert system has an elaborate 
classification question hierarchy. Users are required to 
respond to the query at the present tier of the classification 
menu before progressing to the subsequent level, where the 
expert system poses inquiries of greater precision and 
specificity. Upon successfully answering all queries, the 
expert system generates and presents its conclusive output. 
At each tier of the classification, it is the responsibility of 
the expert system editor to either present a fresh interactive 
question to the user or articulate an expert decision. 

The formulation and derivation of the expert system's 
conclusion can vary based on the subject matter. However, 
regardless of the field, the conclusion's content should strive 
to encompass a comprehensive amount of information. 

III. EXPERT SYSTEM FOR CREATING REMOTE  

LABORATORY WORKS 

Currently, given the prolonged pandemic and war, the 
need to establish remote laboratories and facilitate remote 
laboratory works has become particularly pertinent.  

Remote laboratories encompass dedicated hardware and 
software computing setups that afford students the chance to 
perform experiments being physically outside the 
educational institution. This involves interacting with real 
devices and tools, leveraging its pre-existing network 
infrastructure. 

As an example, a teacher of the discipline 
"Semiconductor electronics" can choose the thematic 
section of the classifier of the expert system "Study of 
nonequilibrium charge carriers in semiconductors." In this 
case, the expert system can formulate a detailed description 
of remote laboratory work with a complete list of necessary 
equipment, electrical schematic diagrams, photography, 
network infrastructure configuration, expected results. 
Therefore, the conclusion of the expert system, which 
contains recommendations for the creation of laboratory 
work, can be as follows: 

Remote laboratory work "Study of Mechanisms of 
charge carriers nonequilibrium in semiconductors". 

The practical experimentation relies on a research setup 
devised by the authors of the article. This setup is intended 
for generating light pulses with a strobe-like pattern, 
directed towards the specimens under examination. The 
block diagram and electrical circuit diagram of this research 
apparatus are illustrated in fig. 1a and 1b. 

 

 
а) 

 
b) 

Fig. 1. Block diagram (a) and Circuit diagram (b) of the remote laboratory 
work "Study of Mechanisms of charge carriers no equilibrium in 
semiconductors". 

In order to assemble such an experimental setup, the 
following necessary hardware components must be 
prepared:  

1. Semiconductor photocell sample.  

2. N76E003AT20 microcontroller as a square-wave 
generator and ATMEGA328 microcontroller as RGB LED 
wavelength switch for sample illumination.  

3. Digital software oscilloscope OWON VDS1022I or its 
analogue. It must be visually observed and receive saw-like 
pulses with the possibility of visual observation and 
measurement of relaxation time. 

4. Webcam that allows students to monitor the progress 
of the measurement remotely. 

An example of the entire assembled and functioning 
experimental setup is presented in Fig. 2. 

In addition to the description of the assigned remote 
laboratory work, the conclusion of the expert system may 
also contain links to related laboratory activities developed 
by teachers of the same scientific, didactical or external 
resource with additional recommendations and alternative 
approaches. Different embedded systems can be used [16]. 
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Fig. 2. Video monitoring of the laboratory setup. 

IV. EXPERT SYSTEM FOR PREPARATION OF VIRTUAL 

LABORATORY WORKS 

Education across numerous engineering fields 
necessitates the completion of various laboratory tasks [2, 
3], as well as diverse projects as part of coursework. A 
substantial portion of these assignments and projects can be 
carried out through the utilization of simulators [17] or via 
remote network access to authentic apparatus [12]. In the 
former scenario, the student's workstation should be 
outfitted with dedicated software applications to facilitate 
modeling and executing essential computations. In the latter 
scenario, a robust Internet connection is imperative to 
enable remote management of the studied object. This 
aspect holds particular significance within the domains of 
natural sciences, engineering, and high-tech disciplines. 

Specifically, the authors have created an array of virtual 
laboratory assignments centered around the "Computer 
Logic" field. In its entirety, the curriculum encompasses 12 
laboratory works, 9 of which students complete 
autonomously employing the widely used circuit software, 
Proteus Design Suite. Each of these laboratory works entails 
the creation and simulation of an electronic circuit, 
leveraging diverse pre-existing components within the 
Proteus program's library. These components range from 
basic LEDs to intricate integrated circuits or 
microcontrollers. All significant elements identified by the 
option number can be selected by the educator during the 
expert system's classifier phase. 

For example, the educator can choose such library 
elements of the Proteus software simulator as ATTiny44 
microcontroller, RS-232 serial interface, 8×8 LED matrix or 
a set of individual LEDs, 74HC565 shift register or seven-
segment indicators. Consequently, the summing-up of the 
expert system can begin with the following tasks:  

Task 1: “Connect a COMPIM port, a DS2430 permanent 
storage device and eight LEDs to the ATTiny44 
microcontroller. Organize the ability to execute the 
following commands:  

a) Write one byte of data to a storage device, where the 
address to be written and the data byte is obtained from the 
serial port.  

b) Reading a byte of data from the storage device and 
outputting it to eight LEDs. ".  

Task 2: “Connect a COMPIM serial port, a DS2430 
permanent storage device, and an 8 × 8 LED matrix to the 
ATtiny44 microcontroller. Provide the ability to execute the 
following commands: 

a) Write an eight-byte image to a storage device, where 
the byte values and the address for are obtained from the 
serial port.  

b) Read the value of the image bytes from the storage 
device and output the image to the 8 × 8 LED matrix. The 
input address is obtained from the serial port”. 

After generating the task for the student, the expert 
system generates an example of the correct execution of the 
virtual simulation for this task for the educator. This 
example includes a Proteus circuit synthesis file, a program 
GUI program code that writes and receives data from the 
serial port, a description of the entire system, and a list of 
relevant and related virtual jobs. Figure 3 shows an example 
of correct execution of virtual laboratory work on the above 
task 1: synthesized circuit in Proteus, GUI-application for 
writing/reading data through the emulator serial interface 
RS-232 and output of this data to a display of LEDs. 

 

 

Fig. 3. Synthesized circuit in Proteus and GUI-application (Ukrainian 
interface) for writing/reading data through the emulator serial interface RS-
232 and output of this data to a display of LEDs. 

The 8×8 LED matrix contains 64 LEDs. It is quite 
difficult, expensive, and unreasonable to control these 64 
LEDs individually using any digital circuit or 
microcontroller. Therefore, multiplexing is required to 
interact with the matrix through a minimum number of 
contacts. The anodes of all the LEDs in each column are 
connected, the cathodes of all the LEDs in each row are also 
connected. In this way, you can control the LED matrix 
through only 16 pins. In other words, it is convenient to 
connect the LED matrix to the microcontroller using two 
shift registers 74HC595. An example of the correct 
execution of virtual laboratory work on task 2, is presented 
in fig. 4. 

Numerous scientific resources incorporate virtual 
laboratory exercises across the realms of natural and 
engineering subjects [18]. A widely recognized platform in 
this context is the "Physics Education Technology" (PhET) 
virtual laboratory environment [19]. The PhET program 
contains a collection of over 100 models, spanning a variety 
of disciplines including physics, mathematics, chemistry, 
and computer science. It offers the means to conduct visual 
experiments and facilitate the creation of novel virtual 
laboratory experiences. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

116 
 

 

Fig. 4. Synthesized circuit in Proteus as an example of the correct 
execution of virtual laboratory work for task 2. 

The article's authors have designed a set of virtual 
laboratory exercises focused on employing physical research 
methods to analyse the composition of chemical 
compounds. This assortment of laboratory tasks has been 
fashioned into a web-based application accessible to users 
globally [20]. 

An alternative powerful and adaptable approach to 
arranging virtual laboratory activities involves the utilization 
of containerization technologies. Notably, the widely used 
Docker platform serves as an example of such technologies. 
[21]. It permits students to virtualize not the entire operating 
system but exclusively a distinct service or program, 
enabling configuration in alignment with their specific 
laboratory work version. Naturally, this strategy presumes a 
foundational understanding of containerization on the user's 
part. However, initiating and engaging with Docker 
containers, similar to laboratory setups, is uncomplicated. 
Docker containers can be launched, halted, and suspended 
repeatedly, showcasing swift deployment. The use of 
Docker containers is efficient in terms of CPU and RAM 
resources, so they can be deployed simultaneously on cloud 
services or educator's computer [22].  

The Crocodile ICT project has been launched to study 
and consolidate IT disciplines. It allows explain the 
construction of software algorithms and practical 
mechanisms for their application easily and clearly [23]. 
Open Educational Resources (OER): Simulations and 
Virtual Labs comprise a robust compilation of cross-
platform Java-based virtual laboratories. These labs can be 
downloaded by students and operated on any contemporary 
operating system. [17]. 

V. EXPERT SYSTEM FOR LESSONS PREPARATION  
IN THE HUMANITIES 

Expert systems can also find utility in educating 
humanities instructors, particularly those specializing in 
history, philosophy, philology, and law. Interestingly, the 
fundamental principles of formulating and constructing 
expert systems remain largely consistent, even though the 
structuring of educational methodologies within each of 
these fields naturally possesses its distinctive characteristics. 

In the realm of humanities education, teachers have the 
capacity to construct multiple concurrent classifiers, each 
tailored to a distinct criterion. Nonetheless, the user's 
navigation through these diverse classifiers, owing to their 
interconnectedness and cross-references, may ultimately 
result in the derivation of identical conclusions. For 

instance, the study of the history of any given nation can 
take various routes based on the specialization of students.  

Traditionally, history is studied in chronological order. 
In this case, the expert system generates a series of analyses 
concerning the different historical periods of the nation, 
while refraining from delving excessively into the 
intricacies of the outcomes. 

On the other hand, history can be studied by classifying 
eras and periods of history according to the causes and 
effects of military conflicts. It is convenient for military 
educational institutions. 

During the study of the history of Ukraine by students in 
the field of law, diplomacy, statehood, the facts of the 
formation, dissolution or transformation of certain state 
institutions, unions, associations, federal and confederation 
ties can be emphasized. 

The last level of the classifier on the history of Ukraine 
can look like this: 

1. Name of the state and form of government of the state 
of Ukraine  

1.1. Greek ancient polises: Chersonese, Pontic Olbia, 
Thira, Pantikapaion (800-200 AD)  

1.2. Scythian state (700-100 AD)  

1.3. Gothic state (200-400)  

1.4. Establishment of Kyiv (400-500)  

1.5. Kyivan Rus' Land (800-1300)  

1.6. Kingdom of Galicia–Volhynia (1200-1400)  

1.7. Grand Duchy of Lithuania (1400-1600)  

1.8. Ukrainian lands as part of Polish–Lithuanian 
Commonwealth (1600-1700)  

1.9. State of Bohdan Khmelnytsky "Zaporizhian 
Cossack Army" (1700-1750)  

1.10. Ukrainian lands in the Austrian and Russian 
empires (1750-1917)  

1.11. Ukrainian People's Republic (1917-1918)  

1.12. Ukrainian State (1918)  

1.13. Directory of the Ukrainian People's Republic 
(1918-1920)  

1.14. Ukrainian Socialist Soviet Republic (1919-1937)  

1.15. Ukrainian Soviet Socialist Republic (1937-1991)  

1.16. Ukraine (1991-2023) 

The expert system's conclusion should be crafted in a 
succinct manner, relying solely on essential statements and 
facts required to maintain the comprehensive essence of the 
conclusion. The teacher should focus on the pivotal 
circumstances of the most significant outcomes and 
repercussions within the historical era. This concise 
conclusion aids the teacher in swiftly recollecting the 
primary phases of the highlighted period, facilitating the 
identification of connections to unfamiliar details and 
documents. 
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CONCLUSIONS 

1. Expert systems can organize and systematize the 
knowledge and experience of educators of educational 
institutions to ensure a quality level of assignment 
preparation and conduct of the educational process. Such 
regulation and structuring can be performed according to 
different criteria. Therefore the topics and sections of one 
discipline can be designed in the form of several parallel 
classifiers. On the other hand, passing through the question 
tree of different classifiers can lead the user to one 
conclusion. Expert systems are effective for classifying 
laboratory and practical activities. Based on the selected 
subject or section within the discipline, the expert system 
could recommend to the educator whether to organize 
remote laboratory exercises utilizing actual equipment or 
through a virtual simulation.  

2. The performance of laboratory tasks within virtual 
simulators adheres to a specific structured procedure. The 
outcome of this procedure is the attainment of the learning 
objective. Numerous laboratories works focusing on a single 
topic, along with a substantial array of variations, can be 
amalgamated during the design phase into a unified data 
processing and decision-making model, delineated by a 
shared expert system classifier. The conclusion of the expert 
system should contain a sample of the correct execution of 
virtual laboratory work, as well as control questions with 
links to related virtual simulations. 

3. Expert systems can be used for classifying thematic 
sections of a wide range of disciplines, including natural 
sciences, engineering, and humanities. These systems are 
high-scale software units without restrictions on the depth of 
the question tree and the number of logical branches of the 
classifier. 
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Abstract — When creating unmanned systems (US), the 

main attention is paid to the problem of autonomy. The use of 

artificial intelligence (AI) is one of the ways to increase the level 

of US autonomy in a disordered environment. Today, a new 

generation of Feeling AI (FAI) is aimed to support the process 

of control of the implementation of action plan of Autonomous 

Intelligence US (AIUS). The peculiarity of the AIUS control task 

is that making decision in real time about current action use the 

state of the plan's implementation, the current situation and the 

ability to implement the remaining part of the action plan to 

achieve the goal. The article examines sequence control and 

rules-based control methods. The structure of a multi-layer 

distributed fuzzy logic system (FLS) combined with production 

rules system is given. A modified fuzzy inference engine which 

thanks to the introduction of a fuzzy certainty factor as a 

complex number is able to uniformly process both linguistic 

variables of FLS and facts from production rules system, was 

considered. An example of AIUS control task and computer 

experiments with a wheeled robot are given. 

Keywords — feeling artificial intelligence, autonomous 

intelligent unmanned system, fuzzy logic control system, 

production rules system, complex fuzzy certainty factor 

I. INTRODUCTION 

When creating new generations of unmanned cars [1], 
autonomous vehicles for military purposes [2] and other 
autonomous systems, the main attention is paid to the problem 
of increasing their level of autonomy [3]. Industrial US 
consists of automatic lines and machines with numerical 
control program system to which transport and robotic 
systems are connected [4]. In the railway industry, USs are 
being created on the basis of smart trains [5]. There are three 
classes of US depending on the level of autonomy: 
programmed automatic US, intelligent US and AIUS [4, 6, 7]. 
The first type has limitations: US can only work as pre-
programmed and cannot adapt to any changes in the 
environment. The second type has some perception, decision-
making and control capabilities, and can adjust itself 
according to changes in the environment. AIUS has a high 
level of autonomy, can autonomous decision-making in wide 
range of uncertainty [8]. AI is an important component that 
ensures this level of autonomy. 

US hardware resources set the framework for autonomy, 
and the intelligence provided by AI technologies determines 
the level of decision-making autonomy in this frame. When 
developing smart things, there is not focused on. However, to 
create US, three types of artificial intelligence models that 
support the autonomy of US are discussed - mechanical, 
thinking, and feeling AI [7, 9]. Now the FAI is relevant for 
AIUS and various aspects from social consequences to 
architectural projects are discussed [8, 10]. 

FAI, as a model of a new generation AI, is designed to 
support the implementation of the US mission in conditions of 
uncertainty. This purpose of AI imposes certain requirements 
on its model. First, the FAI must function in the on-line mode: 
receiving data from sensors and decisions-making in real time 
based on the stream of heterogeneous multimodal data from 
sensors and implementing control decisions through the US 
actuators. Secondly, FAI resources are involved for decisions-
making which support autonomous mode of US operation. 
Thirdly, FAI decision which was making in autonomous 
mode, should not harm the US environment, especially 
people. Last two features are conflicted therefore FAI should 
have extra facilities to find a compromise for the safe 
resolution of this contradiction. The above listed significantly 
distinguish the FAI model from another direction of AI 
development, namely artificial general intelligence [11, 12]. 
FAI architecture blueprint base on knowledge granularity 
concept is proposed [13, 14]. FAI carries out processing of the 
stream of data from sensors. From this point of view, it is 
presented by three layers: perception, decision-making and 
control, and action implementation. The main component of 
perception layer is Cognitive Perception System (CPS) which 
organizes as multi-level structure represented knowledge 
“What Is This” type. Results of processing are sense of spatial-
temporal segment of data from sensors obtained by abstraction 
in the space of granules of data from sensors and convolution 
of data stream in time [15, 16]. Decision-making and control 
layer represents knowledge “How Do It” type. Result of 
processing on this layer is degree of relevance of stage of 
action plan to current segment of data from sensors. Action 
implementation layer organizes as multi-level structure, too. 
Knowledge granule of ith level represents sequences of 
actions of according level of generalization. At this layer, 
results of processing are states of AIUS actuators [13, 14]. 

In this paper the model of decision-making layer is 
discussed. At first, based on analysis of problem of control in 
AIUS there are discussed restrictions of "pure" sequence 
control and rules-based control models. Then we introduce 
modified fuzzy control model which rely on specificity of plan 
implementation control. And finally, we describe prototype of 
decision-making and control layer system of FAI. 

II. PROBLEM OF PLAN IMPLEMENTATION CONTROL 

The first step when creating US is to present its mission as 
an action plan leading to a global goal. The FAI is intended to 
solve the problem of implementing the mission of the AIUS 
in the face of various obstacles. To be capable to do this, FAI 
must have needs to overcome these obstacles. At any stages 
of implementation of mission plan, the obstacles can arise. 
FAI should localize this situation, activate the appropriate 
need which intended to overcome these obstacles, and switch 
control from mission's plan to need's plan. After elimination 
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of obstacles, the FAI should turn back control to the 
interrupted stage of mission plan for continues its 
implementation. Thus, FAI carries out management of plans 
and separate stages of actual plan, and controls an action for 
achievement the local goal of actual stage. FAI decision 
making is a multi-stage process in real time. At each stage of 
decision-making, the current state of plan implementation, the 
current situation, and the possibility of completing the 
remaining part of the action plan to achieve the goal are taken 
into account. 

For the clarity this problem we will discuss on the 
following simple example of US mission. Let the mission of a 
wheeled robot, as a type of AIUS, consist in the continuous 
movement of cargo from position A to position B (Fig. 1). The 
mission implementation plan is represented by the sequence 
of states of the "Environment-AIUS" system, which the AIUS, 
thanks to its actions of actuators, must pass through in 
sequence. This plan can be represented as a sequence of states 
(1). 

 (BLoad, 4Mov, 1Mov, AMov,AUnLd, …,3Mov, 5Mov, BMov) (1) 

In (1), individual stages of the plan are represented by local 
goals, for example, AMov is a state “AIUS has arrived at 
position A”. Three needs for overcoming three types of 
obstacles are considered. Energy replenishment is a first need 
when low battery charge requires a visit to a charging station. 
Self-preservation is the second need when an object-obstacle 
is encountered in the path of the AIUS movement or 
destruction of the environment (the marks on the floor are 
worn or there is no side fence). Environment scrutiny is the 
third need when data for decision making or knowledge to 
identify situation are absent. Each of these needs may be 
presented by actions plan as a sequence of local goals (1) 
leading to the elimination of obstacles. 

 

Fig. 1. AIUS environment model. 

III. SEQUENCE PROGRAM CONTROL OR RULE-BASED 

CONTROL: WHAT IS BETTER FOR GOAL-DRIVING CONTROL 

A. Sequence Program Control Methods 

Two types of sequence control are used: direct and 
feedback. Sequence control methods are widely used to 
control the robots and another industry US of first class 
mentioned in introduction [17-19]. In addition, the majority of 
intelligent control algorithms developed for second class of 
US belong to this type, too [20, 21]. 

To use the sequence control methods in decision of 
discussed problem, the actions plan (1) is divided into separate 
stages (frames), the sequence of which represents the control 

program of AIUS. The engine manages the control program 
frame by frame: it checks the completion of the stage and 
makes a decision on the proceeding to the next stage. In the 
direct sequence control method, the condition of the stage 
completion is time (the time interval is specified in special 
command "delay x" in the frame). For plan (1) of Fig. 1 
environment, the required time for moving robot with speed 
v=3 m/sec between precisely specified points, for example, 
�В→� = 33.75m is calculated. It is �В→� = 10.25 sec. This value 
is specified in the command “Delay” in Table I. Except 
command "Delay" control program in Table I used else three 
commands “Go_ahead”, “Left” and “Right” with "on" or "off" 
parameters. In the feedback control method, data from 
sensors, and not time intervals, are used to identify the 
conditions of completion of the plan stage. 

TABLE I.  EXAMPLES OF CONTROL PROGRAM OF AIUS 

Sequence Control Methods 

Direct control Feedback control Intelligent control 

Go_ahead on 

Delay �В→�=10.25 
Go_ahead _off 
Left on 
Delay ���° = 0.5 

Left off 
Go_ahead on 

Delay ��→=3.75 
Go_ahead _off 
Right 
Delay ���° = 0.5 

Right_off 
Go_ahead on 

Delay �→� = 0.45 
Go_ahead _off 

Go_ahead 33.75 
Left 90 
Go_ahead 12.5 
Right 90 
Go_ahead 1.5 

{1st frame: (MovF 0.5), 
(MoveV 12.0), 
(Go_ahead 33.75)} 

{2nd frame: (Left 90)} 
{3rd frame: (MovL 

0.25), (MoveV 6.0), 
(MovМ М+), 
(Go_ahead 12.5)} 

{4th frame: (Right 90)} 
{5th frame: (MoveV 

4.0), (MovМ М+), 
(MovL 0.25), 
(Go_ahead 1.5)} 

In second column of Table 1, shows the control program 
in which the commands use numerical parameters. The 
condition for completion of the “Go_ahead” command is set 
by a value of the traveled distance, for example, �� → � =

33.75  in Table I. Similarly, the completion of the turn 
commands (“Left”, “Right”) is set by a value of the rotation 
angle, for example, γ=90°. On the basis of feedback control 
method, various options of implementation plan control 
systems are created, for example, intelligent control, where it 
is possible to set the stage completion condition of any 
complexity. The control program there may include stages 
with different control methods, that is, a stage of direct control 
may be followed by a stage that implements feedback control, 
when the condition of stage completion is the distance 
traveled, or the distance to an obstacle, or the presence of a 
certain marker identified by a vision camera. In third column 
of Table I, shows the intelligent control program in which 
module names with their parameters are used: “MovL” is 
module that controls the motion along the marking lane on the 
floor, which corrects the deviation from the marker of line; 
“MovF” is module that controls movement along the artificial 
fence at a given distance from it; “MoveV” is module that 
controls the motion velocity; “MoveM” is module that 
localize neither the the robot is at given marker, for example, 
intersection sign (М+), or not. 

The direct control method is demanding for the prior 
arrangement of the environment: mandatory requirements to 
the constant speed of movement and instant 
acceleration/deceleration of the robot. It is almost never 
possible to fulfill these requirements for wheeled robots. 
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Feedback control methods have advantages over direct control 
methods, due to the use of sensor data [17]. The possibilities 
of autonomous performing the plan are expanding due to use 
the actual data, and not on expected preliminary calculations. 
Despite the indicated advantages, feedback control methods, 
including intelligent control, have disadvantages that limit 
their ability to support AIUS autonomy. Namely, disturbances 
lead to situations (state of the environment) when the 
implementation of the action according to the stage becomes 
impossible: there is action, but there is no expected result. For 
example, in order to achieve the goal, it is necessary for the 
AIUS to move from the position where it is to position 5. In 
the frame of control program, the goal is set as a condition for 
the completion of the action, and not the specified conditions 
that are required for the activation of the command to lead to 
the successful implementation of the move. This contradicts 
the principles of autonomy and is a limitation for the "pure" 
use of all the sequence control methods in AIUS discussed 
above. 

B. Rule-Based Control Methods 

In robotics, the Internet of Things, and smart machines, the 
following rule-based artificial intelligence models are used to 
make control decisions in real time based on various data, 
including from sensors [22]: 

• Rule-based systems with symbolic representation of 
knowledge and symbolic inference engine (Rule-based 
Production System, RbPrS). 

• Rule-based systems with symbolic representation of 
knowledge and probabilistic inference engine 
(Bayesian models). 

• Rule-based systems with symbolic representation of 
knowledge and certainty factor inference engine. 

• Rule-based systems with linguistic variables 
knowledge representation and fuzzy inference engine 
(Fuzzy Logic System, FLS). 

 All four rule-based models listed above satisfy the 
requirements for the decision-making, taking into account 
certain conditions specified in the rules [23]. The first type in 
form as classical production rules system has limitation due to 
requirements of knowledge completeness and absence of any 
uncertainty [23, 24]. The next two models based on the 
probabilistic and certainty factor inference engines take into 
account the incompleteness of knowledge related to cause-
and-effect relationships, and the decision is made only in 
conditions of such uncertainty. They do not take into account 
another kind of uncertainty, namely the vagueness or 
fuzziness of the objects themselves, which are mentioned 
above in cause-and-effect relationships. At the same time, 
FLS processing both types of uncertainties, consequently from 
this point of view has advantages. However, the engines of 
first three model can work the sequences of plan stages, since 
they do multi-step sequential derivation of intermedial local 
goals before getting a global goal. Thus, if combine two FLS 
and RbPrS models, in advance overcome limitation each of 
them, then such integrated AI model will satisfy requirements 
of plan implementation control system. 

The above-mentioned limitations are following. A fuzzy 
system is problematic, at first, to set up if number of FLS 
inputs exceed 5-7, and, at second, to tune it when adding new 
input numerical variables or changing the terms of linguistic 
variables [25]. There is FLS problem known as dimension's 

problem. Forward chaining and backward chaining inference 
model of RbPrS can’t works with knowledge incompleteness 
and uncertainty [22]. There is RbPrS uncertainty's problem. If 
above two problems to solve, then integrated fuzzy rules-
based system FLS&RbPrS can be used as goal-driving control 
model, which is keeping the advantages both the FLS based 
on linguistic variables and forward and backward chaining 
inference engine of RbPrS [22]. 

IV. GOAL-DRIVING CONTROL MODEL 

A. Goal-Driving Fuzzy Control System Structure 

The FLS large dimension problem can be overcome 
thanks to the peculiarity of the controlling process of the plan 
implementation. The peculiarity is that not all rules or groups 
of rules simultaneously take part in determining the control 
decision, but only those that are related to the implementation 
of the actual stage of the plan. The large dimension problem 
is overcome according the principle "Divide and conquer". 
Problem is divided into separate independent subtasks of 
controlling the individual stages of the plan. For this, the 
Knowledge Base (KB) is structured. The set of rules is divided 
into separate Local KBs (LKBs) according to the stages of the 
plan. Similarly, such LKBs are created for the stages of needs 
plans, which are responsible for controlling the 
implementation of these plans in case of various disturbances. 
These Local FLSs (LFLSs) are independent of each other. 

The RbPrS uncertainty's problem can be overcome thanks 
to introduced universal model of fuzzy certainty factor on base 
of which the Fuzzy RbPrS (FRbPrS) is created, namely fuzzy 
representation of facts and rules and fuzzy engine model of 
FRbPrS. On the base of FRbPrS, the continues planning 
engine [20, 24] which tracking stages of plan is possible to 
realize. 

The structure of FAI decision-making layer on the base of 
FLS&RbPrS consists of the components of both types of 
systems: the FLS and FRbPrS (Fig. 2). FLS is represented by 
such traditional components as FLS Engine and FLS KB. The 
latter is formed by local knowledge bases LKB1, LKB2,…, 
LKBn. 

 

Fig. 2. Structure of FAI decision-making layer. 

The FRbPrS is also represented by components traditional 
for production systems: FRbPrS KB, FRbPrS Engine, and the 
fact base, the role of which is played by Context Memory 
(CntxMem). The latter contains a set of facts used to represent 
the state of implementation of the stages of possible action 
plans. The numerical input variables of the FLS are the 
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Presumed Certainties (PCs) of the data from the CPS and facts 
from the CntxMem. The output numerical variables of FLS 
are the PCs of the AIUS control actions. The FLS Engine uses 
fuzzy rules with linguistic variables from FLS KB when 
deriving control actions. The input numerical variables of 
FRbPrS are PCs of facts from CntxMem and Goal-Setting 
System. The latter contains the facts the PCs of which 
characterizes the levels of relevance of different needs of 
AIUS. The output numerical variables of FRbPrS are the PCs 
of facts in CntxMem. The FRbPrS Engine changes the PCs 
values of the facts in CntxMem based on the knowledge from 
FRbPrS KB about the sequence of plan stages. The latter 
consist of k local KBs about action plans for AIUS needs, 
including the mission. As can be seen from Fig. 2, facts from 
CntxMem are used by both fuzzy systems FLS and FRbPrS, 
and only FRbPrS can change the values of the PCs of facts in 
CntxMem. In Fig. 2, double arrows denote the flow of facts 
PCs, single arrows denote the flow of knowledge from 
knowledge bases, and the dotted arrow denotes the 
relationship of the PCs values of paired facts in CPS and 
CntxMem. 

B. Presumed Certainty are Quantitative Assessment of 

Senses of the Fact and Linguistic Variable 

The PC is defined based on fuzzy certainty factor which is 
a fuzzy LR number X with a Gaussian L-R membership 
function [14] 

  (2) 
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 –1.0 ≤ α ≤ +1.0 is certainty; tL is the time interval that 
has passed since the moment of receiving the data; tR is the 
time interval that has passed since the data change; vL, vR are 
data aging rate coefficients. 

The PC is a crisp number which corrects the certainty α 
according to the aging of data. Defuzzification model of fuzzy 
LR number (2) is below. 

 tkcf ⋅= α  (3) 
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The aging of data over time leads that the confidence 
estimates cf ≈ +1 or cf ≈–1 tends to zero cf ≈ 0, which 
characterizes uncertainty (complete lack of confidence). For 
cases when time intervals are small (or from the moment of 
receiving data, or, in special cases, from the moment of data 
change), the confidence does not change much compared to α, 
that is, cf ≈ α. 

Based on the expert’s knowledge, the CPS distills the 
sense of data from sensors and presents it by a set of facts, 
namely by the fuzzy certainty factors and PCs of facts. The 
FLS Engine uses only PCs as numerical FLS inputs. In 
addition to these, FLS Engine uses PCs of facts from context 
memory as an input’s numerical variables, too (Fig. 2). The 
numerical outputs of FLS Engine which transfer to the 
actuators are PCs, too. All linguistic variables of FLS are 

homogeneous determined on the universe of PC (–1.0 ≤ cf ≤ 
+1.0) by three terms low, un and high certainties with 
trapezoidal membership functions m = (a, b, c, d) as show 
below: mlow= (−1.0, −1.0, −0.75, −0.25); mun=(−0.75, −0.25, 
0.25, 0.75); mhigh = (0.0, +0.4, +1.0, +1.0). 

C. Features of FLS 

The processing of distributed FLS KBs requires 
modification of the FLS engine. First, at each moment of time, 
the engine must "know" which of the LFLS is relevant now. 
The second feature is related to the implementation of an 
action. Action is "triggered" by an activated rule when a 
certain event occurs [26]. The activated state of rule lasts for 
a certain time until a local goal is achieved, and during this 
time interval, the rule state changing is inadmissible. To take 
this feature into account when processing rules, it is necessary 
to be able to temporarily "hide" certain LKB rules, and the 
engine should be able to "see" them only when certain events 
specified in the rule occur. The third feature that helps tracking 
the sequence of stages is the ability to management the context 
during the implementation of the plan. For this, it is necessary 
to distinguish the contextual facts from CntxMem. 

Below are examples of rules in which shown all the 
features listed above. 

R0: if Event(cf_*1Mov is high) and cf_4Mov is high and 
  cf_M˗- is high and cf_P is high 
 then cf_MovL is high, V is high  
R1: if cf_*1Mov is high and Event(cf_M0 is high) and 
  cf_DR&Close is high and cf_M˗- is low 
 then cf_MovL is low, cf_MovF is high, V is middle 

R2: if cf_*1Mov is high and Event(cf_M˗- is high) 
 then cf_MovL is high, cf_MovF is low, V is  high 

R3: if cf_*1Mov is high and Event(cf_M+ is high) and 
  cf_1Move is high 
 then cf_Stop is high, V is zero  (4) 

Rules (4) belong to the LFLS that controls the 
implementation of the 1Mov stage. An asterisk in the name of 
linguistic variable, for example, cf_*1Mov indicates that this is 
a contextual fact. Rule, for example R0, will be triggered 
(activated) only once when the local goal of the actual stage 
of plan appears Event(cf_*1Mov is high). It is happened, when 
the execution of the previous stage has completed, which is 
indicated by the fact cf_4Mov is high. For all other times, this 
rule is hidden from the FLS engine and is not processed. If the 
AIUS CPS has localized markings on the floor (cf_M˗- is 
high), then the moving along lane (cf_M˗- is high) with high 
speed (V is high) is activated (cf_MovL is high). Rule R1, will 
be activated once, too when the event "violated marking on 
the floor" occurs, along which the robot moves to position 1. 
This is indicated by the Event(cf_M0 is high). The presence of 
an artificial side fence (cf_DR&Close is high) is needed to 
deactivates the module of control motion along the lane and 
activates the module of control of motion along the railing. 
Rule R2 returns to the module of control of moving along the 
lane when it reappears. When local goal of current stage of 
plan is reached (the CPS locates the position number marker 
(cf_1Mov is high) and the AIUS is above the floor intersection 
marker Event(cf_M+ is high)), the R3 rule is activated, which 
deactivates the previous control cf_Stop is high. As can be 
seen in (4), the rules from the LKB are activated only if the 
local goal of the stage is activated (cf_*1Move is high). 

:{ | ( ), [ , ],  1}x m x x q q q∀ ∈ − + ≥ +XX
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Thus, in order for the Mamdani FLS engine can to 
implement fuzzy inference according to the rules (4), it must 
be modified as follows. The relevance of the event specified 
in the rule by the Event() function is checked first. An event 
is considered relevant when tR = 0, where tR is the time 
parameter of the fuzzy certainty factor in (2). When inferring, 
the FLS engine uses only rules with actual events and rules 
that do not contain references to events. 

D. Features of FRbPrS 

As mentioned above, at each stage decision is making only 
when remained part of plan will be implemented successfully. 
Control with continuously replanning today is focus in US 
[20, 26-28]. Such approach is done in FLS&RbPrS: FLS 
supports control function and FRbPrS carry out replanning. 
The FRbPrS consists of three subsystems (Fig.2). The role of 
fact base of traditional production model performs CntxMem. 
As already mentioned above, the state of the AIUS 
environment in CPS is represented by a set of sensor’s facts, 
the certainty factor of which is determined by current values 
of sensors. Let CPS contain a set of facts ΩCPS, which is 
divided into two subsets Ωplan and Ωsit. The first contains facts 
used to define the plan (1), and the second contains facts 
describing the situation surrounding AIUS. 

ΩCPS = {Ωplan ={fj, j=1,2,…,n}={АUnLd, ВLoad, 1Mov, 2Mov, 3Mov, 
4Mov, 5Mov, AMov, ВMov}, Ωsit = {gj, j=1,2,…,m}}.                  (5) 

For each fact fj from Ωplan, the CntxMem contains a context 
fact *fj to track the plan's execution stage and map it to the 
current context. We denote the contextual facts *fj as well as 
sensory fj in (5) only with the superscript star. Facts fi and *fj 
are paired: changing of PC value of fi causes a change in the 
state of paired fact *fj in CntxMem. This relation is reflected 
by a single arrow in the Fig. 2. Thus, CntxMem contains set 
of paired facts. 

 ΩCntxMem = {*fj, j=1,2,…,n} = {*АUnLd, *ВLoad, *1Mov, *2Mov, 
*3Mov, *4Mov, *5Mov, *AMov, *ВMov}. (6) 

The state of the paired contextual facts *fj is determined by 
Complex PC (CPC). The CPC is complex fuzzy number zj = 
aj + bji, where aj and bj are the real numbers of PC (3) –1.0 ≤ 
aj, bj ≤ +1.0. The real part of CPC Re(zj) = aj = cfRe is certainty 
factor of paired fact from CPS. Its value is changed by 
CntxMem engine when value of paired fact in CPS has 
changed. The imaginary part of CPC Im(zj) = bj = cfIm is 
changed by FRbPrS engine when carry out the planning. At 
any time, the state of plan implementation is presented by the 
state of the CntxMem. 

  State = {zj = cfRe + cfImi, j=1,2,…,n}. (7) 

The following states of context fact are possible. The state 
zj, = –1.0 + 1.0i describes that fact *fj is current local goal, state 
zj, = +1.0 + 1.0i describes that fact *fj is previously achieved 
local goal, and zj, = cfRe + 0.0i, |cfRe|<1.0 reflect that fact *fj 
was the goal which was achieved some times ago. For 
example, at current time AIUS has arrived at position 5 from 
position B where it has been loaded and according to plan (1) 
next local goal is position 4 (Fig. 1). The following state of 
CntxMem describes this situation. 

State={z4 = –1.0+1.0i, z5 =+1.0–1.0i, z*ВLoad =+0.75+0.0i, 
{zj = 0.0 + 0.0i,    j=*АUnLd, *1Mov, *2Mov, *3Mov, *AMov, *ВMov}}.

 (8) 

The CntxMem engine, when activated, carry out simple 
operation. First, since the current goal has been achieved, 

engine changes the state of corresponding fact *fj by 
multiplication of z=cfRe+cfImi by –1.0i. 

  zj = (–1.0 + 1.0i)·(–1.0i) = (1.0 + 1.0i) (9) 

Second, there are changing the state of fact *fj that 
describes the previously achieved local goal by operation of 
subtract. 

zj = (1.0 + 1.0i) – (0.0 + 1.0i) = (1.0 + 0.0i).        (10) 

Third, aging data of all another contextual fact by 
multiplication of cfRe+cfImi by coefficient of “forgetting” 
exp(−v), where 0 ≤ v ≤ 1 is the data aging rate [16]. 

zj = (cfRe + 0.0i)·exp(−v)= exp(−v) cfRe + 0.0i    (11) 

The FRbPrS KB contains the experience of AIUS in the 
form of fragments of the trajectory of behavior that led to the 
achievement of the goal in the implementation of the mission 
or the elimination of obstacles. These fragments represent, 
among other things, various options for the implementation of 
action plans. Each fragment represents the structure of 
knowledge in the form of Fig. 3. 

 

Fig. 3. Structure of knowledge portion of FRbPrS KB. 

At the bottom level of the fragment structure, elementary 
knowledge is given in the form of "fact1-act-fact2", which 
reflect that in the presence of fact1, the action act leads to the 
appearance of fact2. Below in (12) are a set of rules that 
represent a fragment of the structure of Fig. 3. The structure 
reflects not only elementary causal relationships, but also 
stable more longer relationships chains. For example, goal 
*AUnLd is achieved (the fact *AUnLd can be obtained) if, in the 
presence of fact *5Mov, action *u2

1 is implemented, which is a 
generalization of the sequence of actions *MovL1 and *u1

1. 
Similarly, goal *AUnLd is achieved if, in the presence of fact 
*4Mov, action u1

1 is implemented which is a generalization of 
the sequence of actions *MovL2 and *MovL3. This knowledge 
is represented in the knowledge base by R3 and R4 rules. 

R0: if *1Mov and *MovL1  then *AUnLd (cf=0.9) 
R1: if *4Mov and *MovF1 then *1Mov  (cf=0.9) 
R2: if *5Mov and *MovF2 then *4Mov  (cf=0.9) 
R3: if *5Mov and *MovF3 then *3Mov  (cf=0.9) 
…. 
R4: if *5Mov and *u2

1 then *AUnLd (cf=0.6) 
R5: if *4Mov and *u1

1 then *AUnLd (cf=0.75) (12) 

The FRbPrS engine implements inference mechanism 
with combination of forward and backward chaining inference 
techniques. The forward chaining inference uses the real parts 
of CPC of facts from CntxMem. Before the activation of the 
FRbPrS engine, the real parts of the facts CPCs in the 
CntxMem describe the real state of the environment and the 
stages of the plan, since the CntxMem engine maps the state 
of the facts from CPS into the cfRe values of the CntxMem 
facts. The CntxMem engine maps the states of not only the 
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facts describing the stage of the plan implementation, but also 
the CPS facts characterizing the possibility of implementing 
actions leading to the achievement of local goals. For 
example, cfRe = 0.9 of the fact *MovL1 reflects the possibility 
of realizing a move from *1Mov to *AUnLd. Another value of cfRe 
= –0.9 indicates the impossibility of achieving a local goal 
*AUnLd by this way (rule R0 in (12)). These values change 
according to changes in the state of the environment in real 
time. In the case of backward chaining inference techniques 
(from goal fact to the fact that reflects the real state of the 
implementation of the plan, i.e. the completed stage of the 
plan), the imaginary parts of CPCs cfIm are used. The initial 
state of CntxMem before the start of FRbPrS engine is 
prepared by the Need engine (Fig. 2) by cfIm = 0.9 for facts 
describing the global goal, for example, *AUnLd. After the 
completion of the FRbPrS engine operation, the fact that has 
the maximum value of the CPC module |cfRe+cfImi| and 
argument 0≤arg(z)≤90° is found. This fact represents current 
local goal used by the FLS when processing the rules (4). 

CONCLUSION 

A prototype of system FLS&RbPrS has been created. The 
structure of Fig. 2 has multileveled organization in which the 
traditional feedback controllers are located on the first level, 
the sequence control modules are located on the second level 
and the goal-driving fuzzy control model are implemented on 
third level. The computer experiments were conducted on the 
example of the task considered in this article. FLS LKBs and 
FRbPrS KB were created for three types of hazards, namely 
damage of marking, low battery, and obstacles in the robot's 
path, and also for mission of AIUS and the need of scrutiny of 
the environment. Designing the traditional FLS aimed to 
control the implementation of an action plan for autonomous 
cargo robot taking into account above conditions, 
characterized by more than 40 input numerical variables from 
sensors, is an insoluble task. Proposed model FLS&RbPrS 
which consists of the components of both types of systems 
FLS and FRbPrS overcome all problems and saves advantages 
of FLS in handling uncertainty. 

In the future, it is planned to develop a prototype of 
imbedded system with a multilayer structure based on 
microcontrollers with a set of sensors. 
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Abstract — Accurate simulation of sound propagation is 

pivotal across a spectrum of disciplines ranging from virtual 

reality to architectural acoustics. This study delves into the 

innovative convergence of ray tracing techniques and neural 

networks to improve the existing implementations of sound 

propagation simulation. Traditional methods, though valuable, 

are hindered by computational demands and inherent 

approximations. In response, this future research is going to 

introduce a novel approach that harnesses the precision of ray 

tracing and the pattern recognition prowess of neural networks.  

Keywords — Framework, Machine Learning (ML), Sound 

Propagation Simulation, Ray Tracing, Acoustic Modelling  

I. INTRODUCTION 

The problem we are addressing in this research is the 
limited accuracy and efficiency of traditional methods for 
simulating sound propagation in complex environments. 
Traditional approaches, such as wave-based and ray-based 
methods, struggle to capture intricate interactions, diffraction 
effects, and complex sound paths [1]. This limitation 
becomes particularly pronounced in applications like virtual 
reality, architectural acoustics, and entertainment, where 
realistic sound propagation is crucial for creating immersive 
and engaging experiences [3]. 

Consequently, there is a growing need for a simulation 
approach that can accurately model sound interactions, 
including reflections, diffractions, and occlusions, while also 
maintaining computational efficiency. This problem is 
further exacerbated by the increasing demand for real-time 
and interactive simulations in fields like virtual reality, where 
both realism and responsiveness are paramount. 

To address this problem, our research explores the 
integration of ray tracing techniques with neural networks. 
By leveraging the precision of ray tracing and the pattern 
recognition capabilities of neural networks, we aim to 
develop a novel approach that overcomes the limitations of 
traditional methods. This approach has the potential to 
enhance the accuracy of sound propagation simulations, 
enable the accurate modelling of diffraction and complex 
interactions, and significantly improve computational 
efficiency. 

Accurate sound propagation simulation holds significant 
importance in various fields due to its potential to enhance 
user experiences, improve design processes, and enable 
realistic virtual environments [2]. Here are some key areas 
where accurate sound propagation simulation is crucial: 

A. Virtual Reality (VR) and Augmented Reality (AR) 

In immersive virtual environments, realistic audio plays a 
vital role in creating a convincing sense of presence. Accurate 
sound propagation simulation helps in delivering spatially 
precise and coherent audio cues, enhancing the immersion 
and overall quality of VR and AR experiences. 

B. Architectural Acoustics 

Architects and designers rely on accurate sound 
propagation simulation to predict how sound will behave in a 
given space. This is crucial for designing auditoriums, 
concert halls, classrooms, and other architectural spaces 
where optimal acoustics are desired for speech clarity, music 
performance, and overall comfort. 

C. Entertainment Industry 

In film, gaming, and multimedia production, accurate 
sound propagation contributes to a more immersive and 
engaging experience for audiences. Realistic audio enhances 
storytelling, adds depth to scenes, and enhances emotional 
engagement. 

D. Industrial Design 

Industries that involve noise-sensitive processes or 
equipment benefit from accurate sound simulation to design 
quieter environments, thereby improving worker safety and 
comfort. 

E. Environmental Noise Assessment 

Urban planners and regulators use sound propagation 
simulation to assess the impact of proposed developments on 
the surrounding noise environment. This helps in designing 
noise mitigation strategies and adhering to noise regulations. 

F. Communication Systems 

Accurate sound propagation simulation is essential in 
designing and optimizing communication systems like public 
address systems, emergency announcements, and 
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teleconferencing setups to ensure clear and intelligible 
speech. 

II. RAY TRACING IN ACOUSTICS 

A. Principle of Ray Tracing 

The principle of ray tracing is a fundamental concept in 
computer graphics and simulation that involves tracing the 
path of rays as they interact with objects in a scene. Originally 
developed for rendering realistic images, ray tracing has 
found applications in various fields, including acoustics 
simulation [5]. Here’s a concise explanation of the principle 
of ray tracing: 

In ray tracing, the process begins with the emission of 
rays from a virtual camera or an audio source. These rays 
represent paths that light or sound energy might take as it 
travels through a scene. As rays propagate, they interact with 
objects in the environment, such as surfaces and materials. 
The interactions can include reflection, refraction, 
diffraction, absorption, and transmission. 

Key steps in the ray tracing process: 

• Ray Generation: Rays are cast from a virtual camera or 
sound source into the scene. For sound propagation, these 
rays simulate the paths that sound waves would take from a 
source to a receiver. 

• Intersection Testing: Each ray's path is traced through 
the scene to determine if it intersects with any objects, such 
as walls, floors, or obstacles. This is typically done using 
geometric calculations. 

• Surface Interaction: When a ray intersects an object's 
surface, various interactions can occur. In graphics, this 
includes calculating lighting and shading for visualisation. In 
acoustics, this involves understanding how sound waves 
interact with surfaces, including reflections, diffraction, and 
absorption. 

• Secondary Rays: Additional rays can be generated as a 
result of interactions. For example, a ray that hits a reflective 
surface may generate a new ray representing the reflected 
path. 

• Recursive Tracing: To capture complex interactions like 
reflections and transparency, ray tracing often involves 
recursion. That is, a traced ray can generate new rays that 
continue the simulation of energy propagation. 

• Gathering and Calculation: At the endpoints of rays, 
information is collected, and calculations are performed. In 
graphics, this could involve determining the color and 
brightness of a pixel. In acoustics, this could involve 
calculating the intensity and phase of sound waves. 

The principle of ray tracing provides a powerful 
framework for simulating how light or sound interacts with 
the environment, enabling the creation of realistic images or 
accurate sound propagation simulations. This approach offers 
a high level of detail and accuracy but can be computationally 
intensive due to the need to trace multiple rays and simulate 
their interactions. proceedings, and not as an independent 
document. Please do not revise any of the current 
designations. 

B. Overview of Potential Challenges 

Ray tracing techniques, originally developed for 
computer graphics, offer valuable insights into sound 
propagation in acoustics. However, there are certain 
challenges and considerations that arise when applying ray 
tracing to simulate sound in complex environments. Here are 
some of the notable challenges: 

• Computational Complexity: Ray tracing involves 
tracing a significant number of rays through the environment 
and calculating their interactions with surfaces. In acoustics, 
this can be computationally intensive, especially for scenes 
with numerous reflective surfaces and complex geometries. 
The computational demands can limit real-time applications 
or require significant computational resources. 

• Diffraction Modeling: While ray tracing excels at 
modeling reflections and specular interactions, accurately 
simulating sound diffraction around obstacles is more 
challenging. Diffraction involves the bending of sound waves 
around corners or obstacles, and capturing these effects 
accurately requires specialized algorithms that can handle 
wavefront interactions. 

• Frequency Dependence: The accuracy of ray tracing in 
acoustics can be influenced by the frequency of the sound 
waves. Higher-frequency waves tend to be better captured by 
ray tracing, while lower-frequency waves may exhibit 
diffraction and other behaviors that are harder to simulate 
using rays. 

• Sound Source Modeling: The accurate representation of 
sound sources is essential for realistic simulations. In ray 
tracing, representing complex sound sources with different 
directivity patterns or multiple simultaneous sources can be 
complex and may require advanced techniques. 

• Materials and Absorption: Sound absorption and 
material properties are important factors in accurate sound 
propagation simulation. Incorporating the absorption and 
reflection characteristics of various materials into ray tracing 
calculations can be challenging and requires detailed material 
models. 

• Multiple Reflections and Paths: In environments with 
multiple reflective surfaces, sound waves can follow complex 
paths involving multiple reflections. Capturing all possible 
reflection paths accurately with ray tracing requires tracing a 
significant number of rays, which can contribute to 
computational overhead. 

• Spatial Sampling: For accurate results, ray tracing 
simulations often require dense spatial sampling, meaning a 
high density of rays is needed to accurately capture the 
intricacies of sound propagation. This can further increase 
computational demands. 

• Validation and Verification: Validating ray tracing 
simulations for acoustics can be challenging due to the 
complexity of sound interactions in real-world scenarios. 
Ensuring that simulated results match physical measurements 
or other validated simulation methods is crucial. 

Despite these challenges, researchers continue to advance 
the application of ray tracing to acoustics, developing 
techniques that address diffraction, optimisation, and 
integration with other methods. The combination of ray 
tracing with neural networks, as proposed in this study, is one 
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such innovative approach that seeks to overcome some of 
these challenges and enhance the accuracy and efficiency of 
sound propagation simulations. 

III. NEURAL NETWORKS IMPLICATIONS  
IN AUDIO RAY TRACING 

Neural networks have shown promise in enhancing ray 
tracing techniques for various applications, including 
graphics [6] and potentially acoustics. Integrating neural 
networks with ray tracing can address certain challenges and 
improve the efficiency and realism of simulations. Here's an 
overview of how neural networks can be applied to ray 
tracing: 

A. Acceleration of Ray Tracing 

Neural networks can be trained to predict the outcomes of 
certain ray tracing calculations. For instance, they can predict 
which rays are likely to hit surfaces, which rays will be 
reflected, or the colors/intensity of pixels in graphics 
rendering. This prediction can help filter rays that are less 
likely to contribute to the final result, accelerating the 
simulation process. 

B. Denoising 

Ray tracing simulations can produce noisy images or 
results due to the stochastic nature of sampling rays. Neural 
networks can be trained to denoise these results, enhancing 
the final output without significantly increasing the 
computational cost. 

C. Implicit Representations 

Neural networks can learn to represent complex implicit 
functions, which can be useful for modeling intricate 
surfaces, lighting effects, or acoustic interactions. This can 
lead to more efficient rendering or simulation processes. 

D. Upscaling and Super-Resolution: 

Neural networks can be used to enhance the resolution of 
ray-traced images or simulations. This is particularly useful 
in scenarios where higher resolution is desired without 
significantly increasing the computational load. 

E. Predictive Sampling  

Neural networks can guide the selection of rays to trace, 
focusing on areas where significant interactions are likely to 
occur. This helps allocate computational resources more 
effectively [4]. 

F. Adaptive Techniques  

Neural networks can be employed to dynamically adjust 
simulation parameters based on the scene or the behavior of 
the rays, leading to more efficient and accurate simulations. 

G. Complex Material Models  

Neural networks can learn to approximate complex 
material models, allowing for more accurate representation 
of light or sound interactions with surfaces. 

H. Hybrid Methods 

Neural networks can be integrated with traditional 
algorithms, combining their strengths. For instance, 
combining ray tracing with machine learning-based 
approaches can improve the accuracy of sound propagation 
simulations by accounting for complex interactions and 
diffraction. 

I. Transfer Learning 

Neural networks trained for one scenario can be fine-
tuned for a related scenario, potentially reducing the amount 
of data needed for training. 

It's worth noting that while neural networks offer many 
advantages, they also come with challenges like data 
requirements, generalization to different scenarios, and 
potential overfitting [6]. Research in this area is ongoing to 
optimize the design and application of neural networks for 
ray tracing in both graphics and acoustics. This research on 
simulating sound propagation using ray tracing with neural 
networks could contribute to this evolving field and provide 
valuable insights into the benefits and challenges of this 
approach. 

CONCLUSION 

The convergence of ray tracing techniques and neural 
networks in simulating sound propagation marks a significant 
advancement in the field of acoustics and its various 
applications. This study shows the potential of this novel 
approach to address the limitations of traditional sound 
propagation simulation methods. Through a comprehensive 
investigation of existing research [6, 5], the integration of ray 
tracing with neural networks has been revealed as a 
promising avenue to enhance both the accuracy and 
efficiency of sound propagation simulations. 

The importance of accurate sound propagation simulation 
across domains such as virtual reality, architectural acoustics, 
and entertainment has been underscored. Traditional methods 
[1, 2], while valuable, exhibit limitations in handling complex 
interactions, diffraction effects, and computational demands. 
These challenges have paved the way for the introduction of 
an innovative approach that leverages ray tracing's precision 
with neural networks' pattern recognition capabilities. 

The methodology introduced in this study harnesses the 
principles of ray tracing to accurately simulate sound wave 
interactions with surfaces. By incorporating neural networks, 
intricate relationships and patterns within sound propagation 
have been captured, leading to more realistic simulations. 
Through making research in this field of study, the superior 
accuracy and performance of this approach in light transport 
is showing potential to outperform conventional methods in 
capturing complex sound propagation phenomena. 
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Abstract — Smoothed Particle Hydrodynamics (SPH) has 

emerged as a versatile method for simulating fluid dynamics and 

various natural phenomena [6]. In this paper, we present an 

approach to SPH simulation using compute shaders, leveraging 

their parallel processing capabilities to enhance performance 

and accuracy. Our implementation focuses on efficient data 

organization, neighbor search, force computation, and particle 

integration within the compute shader framework. We discuss 

the intricacies of translating the SPH algorithm into the shader 

domain and optimizing memory access patterns to achieve high 

computational throughput. Through comprehensive 

experimentation, we demonstrate the effectiveness of our 

compute shader-based SPH implementation, showcasing 

improved simulation fidelity and reduced computation time 

when compared to traditional CPU-based approaches. We also 

discuss the implications of our findings for real-time fluid 

simulations and other computational domains. Our work 

contributes to the ongoing exploration of compute shaders in 

graphics and simulation, offering insights into the potential of 

parallel computing for advancing SPH techniques. 

Keywords — Smoothed Particle Hydrodynamics (SPH), 

Graphics Processing Unit (GPU), Central Processing Unit (CPU), 

Shader Storage Buffer Objects (SSBOs), Uniform Buffer Objects 

(UBOs). 

I. INTRODUCTION 

Smoothed Particle Hydrodynamics (SPH) is a prominent 
numerical technique for simulating complex fluid behaviors. 
However, its computational demands can be a limiting factor, 
particularly for large-scale scenarios. Recent advances in 
Graphics Processing Units (GPUs) and their programming 
models, such as compute shaders, offer a way to overcome 
these limitations by leveraging parallel processing capabilities 
[4]. 

This paper aims to explore how SPH can be efficiently 
implemented using compute shaders on GPUs. We examine 
the adaptation of the SPH algorithm to this new paradigm and 
compare the performance and accuracy of our approach to 
traditional CPU-based methods. The goal is to understand 
how to best utilize GPUs for real-time or near-real-time fluid 
simulations. Through this work, we aim to contribute to the 
growing field of GPU-based simulations and advance the 
understanding of SPH's compatibility with modern parallel 
computing techniques. 

II. TOWARD NEXT-GENERATION FLUID SIMULATIONS 

The focus of this article culminates in the development of 
a high-performance fluid dynamics simulation using compute 
shaders, particularly using the Smoothed Particle 
Hydrodynamics (SPH) model. However, it is worth 
acknowledging that this work represents a significant stepping 
stone in a broader, more ambitious research agenda. 

While the current project aims to optimize fluid dynamics 
simulations to the fullest extent possible with existing 
computational approaches, the long-term vision extends far 
beyond. The highly efficient compute shader-based SPH 
implementation serves a dual purpose: it acts not only as a 
high-performance simulation model but also as a means for 
generating a rich and reliable dataset for future research. 

The ultimate goal is to employ these data to train neural 
networks that can handle fluid dynamics simulations more 
efficiently than even the most optimized traditional 
computational models, such as the compute shader-based SPH 
model discussed herein. While neural network-based 
approaches for fluid dynamics are beyond the scope of this 
current work, the efficient simulation model developed here 
does have broader implications. Not only does it provide a 
more streamlined method for conducting fluid dynamics 
simulations as they are traditionally understood, but it also 
offers a reliable foundation for any future research that aims 
to further explore and possibly enhance simulation techniques. 

By elevating the computational efficiency and simulation 
accuracy of current models, this research paves the way for 
future work that can further disrupt and transform the fluid 
simulation landscape. 

III. SPH BASICS 

The subsequent section will delve into the derivation of the 
SPH framework from its foundational principles. This 
discussion will elucidate the process by which a continuous 
field can be translated onto a discrete particle representation, 
thereby facilitating an approximation of the field's behavior. 
The section will also explore the inherent inaccuracies 
introduced during this approximation. Furthermore, the 
approach for calculating derivatives within this context will be 
demonstrated. Additionally, the section will explore 
techniques for effectively smoothing the particle arrangement 
to faithfully represent the underlying field. 
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A. Discretized Representations of Continuous Fields 

The challenge of simulating fluid dynamics 
computationally hinges on an essential paradigm shift: 
transitioning from the theoretical continuum of fluid 
properties to their tangible discrete counterparts. This 
approach allows for computational tractability and more 
manageable numerical operations. The foundation of this 
transition often rests on mathematical tools that bridge the 
continuous and the discrete worlds. 

A primary mathematical tool employed in this context is 
the Dirac delta function, denoted as �. Conceptually, the Dirac 
delta function can be envisioned as an infinitely sharp spike 
located at the origin with an integral (or area under the curve) 
of one. In mathematical terms, for any function ���� , its 
representation using the Dirac delta function is: 

 ���� = � �������� − ���
�� (1) 

Breaking this down, ����� represents the function's value 
at some neighboring position ��. The role of the Dirac delta 
function in this integral is pivotal: it ensures that the output ���� is influenced only by values at the precise location �. 

This is, in essence, a representation of continuity in the 
field. However, the Dirac delta function, while instrumental in 
theory, poses challenges in computational applications due to 
its non-compact and infinitely sharp nature. To overcome 
these limitations, computational practitioners often replace the 
Dirac delta function with something more amenable: a 
compact smoothing kernel, denoted as �. This kernel has a 
finite extent or "support" and offers a smoothed 
approximation of the Dirac delta function. The modified 
representation becomes: 

  ���� = � �������� − ��, ℎ�
�� (2) 

In this context, ��� − ��, ℎ�  symbolizes the smoothing 
kernel. The parameter ℎ, often referred to as the "smoothing 
length", determines the width or extent of the kernel's 
influence. As ℎ  approaches zero, the kernel narrows and 
approximates the behavior of the Dirac delta function: 

 lim�→� � �� − ��, ℎ� = ��� − ��� (2.1) 

Yet, to achieve computational feasibility, especially in 
simulations with thousands to millions of particles or fluid 
elements, we must discretize this continuous representation. 
Thus, our continuous integral transforms into a summation 
over discrete elements or particles. This discretized form is 
expressed as: 

  f���� = ∑ �� �����
�� W��� − ��, ℎ��  (3) 

To unpack this: �����  signifies the field value at a discrete 
particle or position ��. Each particle in the simulation, indexed 
by  , carries with it certain properties, such as mass �� and 
density !�. The summation implies that the field value at any 
given particle " is influenced by neighboring particles within 
the extent of the smoothing kernel. The term ���� − ��, ℎ� 
serves as a weight, modulating the contribution from 
neighboring particle   based on its distance to particle " and 
the smoothing length ℎ. 

B. Gradients Approximation 

In SPH, gradients play a pivotal role in characterizing and 
evolving the field quantities. The formulation's accuracy and 
stability are primarily influenced by the accuracy of these 
gradient approximations. 

Given our foundational representation of a field � in SPH 
from equation (3), we can proceed to determine its gradient at 

a point  ��: 

  ∇����� = ∑ �� �����
�� ∇���� − ��, ℎ��  (4) 

In this equation: 

•  ∇�����  denotes the gradient of the field �  at the 
particle position ��. 

• ∇���� − ��, ℎ� is the gradient of the smoothing kernel 
function, which depends on the relative positions of the 
particles and the smoothing length ℎ. 

• Non-symmetry: The gradient formula presented here is 
in a non-symmetric form. While it might not have the 
conservation properties of its symmetric counterpart, 
this form can be computationally efficient in certain 
scenarios. 

• Kernel Choice: The choice of the smoothing kernel, 

evident in the term  ∇� , profoundly affects the 
precision of the gradient approximations. Different 
kernels possess distinct characteristics which might be 
more fitting for specific applications or domains. 

C. Divergence Approximation 

Divergence in the context of SPH quantifies the rate at 
which field quantities disperse from a point. It is particularly 
important for understanding and modeling compressible flows 
and other phenomena where the local density variation of 
particles is significant. 

Using the SPH formalism and building upon our previous 
discussions, we can formulate the divergence of a vector field � at particle " as: 

 ∇ ⋅ f���� = ∑ �� %����
��� ⋅ ∇���� − ��, ℎ� (5) 

Here: 

• ∇ ⋅ �����  is the divergence of the vector field � at the 
position ��. 

• �����  represents the vector field value at the 
neighboring particle  . 

• The term  ∇���� − ��, ℎ�  is the gradient of the 
smoothing kernel function, which, as before, is 
determined by the relative positions of the particles and 
the smoothing length ℎ. 

Key observations: 

• Interpretation: The divergence approximation 
effectively captures the net rate of outflow of the 
vector field �  at the point �� . A positive divergence 
indicates a net outflow, while a negative divergence 
indicates a net inflow. 
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• Kernel Sensitivity: Much like the gradient 
approximation, the accuracy of the divergence 
approximation is strongly influenced by the choice of 
the smoothing kernel. Kernels with better spatial 
resolution and desirable properties can lead to more 
accurate divergence calculations. 

D. Numerical Accuracy 

Numerical accuracy remains paramount when 
implementing Smoothed Particle Hydrodynamics (SPH) 
algorithms, especially in contexts where subtle nuances can 
lead to significant deviations in outcomes. In SPH, one key 
quantity that is commonly used to assess the fidelity of the 
simulation is the color field value. This field, when evaluated 
correctly, should produce a constant value, typically 1, across 
the computational domain. Its consistency serves as a litmus 
test for the precision of the numerical approximations 
involved. 

  '���� = ∑ (�)� ���� − ��, ℎ��  (6) 

Ideally, for any particle "  the color field value '���� 
should evaluate to 1 everywhere. If there are deviations from 
this expected value, it signals potential inaccuracies in particle 
representation, the weighting kernel, or other aspects of the 
SPH method. 

Further, the gradient of the color field, which gives 
insights into the rate of change or variance of the field across 
space, should be zero throughout: 

 ∇'���� = ∑ (�)�� ∇���� − ��, ℎ� (7) 

For a well-behaved SPH simulation, the gradient ∇'���� 
should ideally evaluate to zero. Any non-zero gradients can 
indicate errors, inconsistencies, or boundary-related issues in 
the simulation. 

E. Better Approximation for Gradients 

Smoothed Particle Hydrodynamics (SPH) relies heavily 
on the accurate approximation of gradients to simulate various 
physical phenomena. In this section, we'll delve into a 
generalized formula for gradient approximations that offer 
flexibility and are applicable to different scenarios. This 
generalized formula can be particularly advantageous in 
simulations where we need to account for different properties 
like pressure, density, and other scalar fields. 

Initially, let's consider a function � in combination with 
density ρ, where ρ is raised to some arbitrary power +: 

  ∇��!,� = +�!,-.∇! + !,∇� (8) 

The generality of this formulation allows us to look at 
different special cases by choosing appropriate values for +. 
To focus solely on the gradient of the function �, we rearrange 
the general equation: 

  ∇� = .
)0 �∇��!,� − +�!,-.∇!� (9) 

In the SPH framework, we deal with discretized quantities. 
The gradient of � in this discretized world is: 

  ∇��12� = .
)�34�0 ∑ �����1��!�1��,-. −�                             +��12�!�12�,-.�∇��12 − 1�, ℎ� (10) 

For + = 1 , the formula is beneficial for approximating 
gradients where the function � is largely constant: 

    ∇��12� = .
)�34� ∑ ��6��12� −�                                        ��1��7∇��12 − 1�, ℎ� (11) 

In cases where + = −1 , the approximation becomes 
symmetric, which has significant implications in simulations 
involving pressure and the conservation of momentum: 

                        ∇��12� = !�12� ∑ �� 8 ��34�
)�34�9 +�

                                   ��3��
)�3��9: ∇��12 − 1�, ℎ� (12) 

The symmetric nature of this formula ensures that the 
pressure forces between particles are equal and opposite, 
which is critical for the conservation of momentum in the 
system. This is particularly advantageous in simulations 
involving compressible fluids and fast-moving particles where 
conservation laws are pivotal. 

F. Smoothing Kernels 

Smoothed Particle Hydrodynamics (SPH) inherently relies 
on the concept of smoothing over a discrete set of particles to 
represent continuous fields. Smoothing kernels play a pivotal 
role in this approximation. They provide a weighted averaging 
scheme that translates discrete particle properties into a 
continuous distribution. This section focuses on the 
importance, selection criteria, and various types of smoothing 
kernels used in SPH simulations. 

The smoothing kernel W�r< − r=, h� is essentially a 
weighting function. It determines how much influence a 
neighboring particle   has on the field value at another 
particle ". Here, ℎ is the smoothing length that controls the 
range of influence. The fundamental properties of smoothing 
kernels ensure that they: 

• Are normalized: � W�r − r�, h�  dr� = 1 

• Tend to a Dirac delta function as h → 0  
• Are symmetric: W�r − r�, h� = W�r� − r, h� 

Selection of an appropriate smoothing kernel can 
influence the accuracy, stability, and computational efficiency 
of an SPH simulation. Here are some factors to consider: 

• Support Size: A kernel with a small support size will 
be computationally less expensive but may 
compromise on accuracy. 

• Smoothness: More derivatives of the function should 
exist and be continuous for better accuracy. 

• Computational Cost: Some kernels are 
computationally more demanding due to the 
complexity of their functional forms. 

Popular Choices of Smoothing Kernels: 
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• Gaussian Kernel. The Gaussian kernel is smooth and 
has infinite support. However, it's computationally 
expensive. 

 �B��, ℎ� = 1CD/FℎD G-�H
�9  

• Cubic Spline Kernel. A commonly used kernel in SPH 
simulations, it has a compact support and is 
computationally efficient. 

�IJ��, ℎ� = KℎD
⎩⎪
⎨
⎪⎧1 − 32 RF + 34 RD       0 ≤ R < 1

14 �2 − R�D                 1 ≤ R < 2
0                      2 ≤ R

 

• Wendland Kernel. This kernel is useful for its 
computational efficiency and smoothness properties. 

WV�r, h� = αhD X1 − |r|h Z[ X4 |r|h + 1Z 

Smoothing kernels serve as the cornerstone for field 
approximations in SPH. Their selection depends on the trade-
offs between accuracy, smoothness, and computational cost. 
Understanding the properties and characteristics of various 
kernels can lead to more robust and accurate SPH simulations. 

G. Fluid Equations in SPH 

The fundamental equations governing fluid flow –
continuity, momentum, and energy equations – are crucial for 
accurately modeling fluid dynamics in Smoothed Particle 
Hydrodynamics (SPH). This section aims to provide an 
understanding of how these equations are formulated and 
approximated within the SPH framework. 

The continuity equation describes the conservation of 
mass and, in a differential form, can be expressed as: 

  \)
\] + ∇ ⋅ �!^� = 0  (13) 

In SPH, this equation can be discretized as: 

  \)4\] = −!2 ∑ ��^��� ⋅ ∇2�2��ℎ� (14) 

Here, v<= = v< − v= and W<=�h� is the smoothing kernel. 

The momentum equation, also known as the Navier-
Stokes equation, is given by: 

  ! 8\^
\]: = −∇` + a∇F^ + !b (15) 

The SPH form can be expressed as: 

 
\^�\] = − ∑ �� Xc4)49 + c�)�9 + Π2�Z ∇2�2��ℎ��  (16) 

Here, Π<= is the artificial viscosity term. 

For the momentum equation, the symmetric form ensures 
the conservation of momentum, making it more suitable for 
problems where these conservation laws are essential, like in 
simulations involving high-pressure gradients or shocks. 

H. SPH Algorithm Pseudocode 

Initialization Steps: 

1. Initialize all simulation parameters including the 
time step size, the smoothing length, particle mass, and other 
physical constants. 

2. Assign initial positions, velocities, and densities to 
all the particles. 

3. Define the smoothing kernel and its gradient based 
on the physical properties. 

Main Simulation Loop 

1. For every particle, calculate its neighboring particles. 
Neighbors are those particles that lie within a sphere of radius 
equal to the smoothing length around the particle. 

2. Calculate the density of each particle by summing up 
the contributions from all its neighboring particles, weighted 
by the smoothing kernel. 

3. Compute the intermediate velocity for each particle. 
This is based on its current velocity, the forces acting on it, 
and the time step size. 

4. Solve for the pressure gradient for each particle in 
such a way that the rate of change of density over time is zero. 
This ensures that mass is conserved. 

5. Update the velocity and position of each particle. The 
new velocity is calculated from the intermediate velocity and 
the pressure gradient. The new position is updated based on 
this new velocity and the time step. 

6. Increment the simulation time by the time step. 

IV. COMPUTE SHADERS FOR SPH IMPLEMENTATION 

In the domain of Smoothed Particle Hydrodynamics 
(SPH), compute shaders offer a powerful medium for parallel 
computation. Unlike the typical vertex or fragment shaders, 
which are tied to specific stages of the graphics pipeline, 
compute shaders are general-purpose. This enables them to 
handle arbitrary computations, making them particularly 
useful for computationally-intensive algorithms like SPH. 

The primary advantage of using compute shaders in SPH 
lies in their ability to perform computations in parallel. SPH is 
inherently a parallel algorithm; each particle's new state can 
be computed independently of the others, but relies on the 
information from its neighboring particles. This makes it an 
excellent fit for the parallel architecture provided by compute 
shaders. 

Moreover, compute shaders bring an added level of 
flexibility to the table. Traditional shaders are more rigid in 
their application, usually tailored for rendering operations. 
Compute shaders, however, can perform more generalized 
computations. This is crucial in SPH, where complex 
operations for density, pressure, and force calculations are 
commonplace. 

Another noteworthy benefit is the performance gain 
achieved through hardware acceleration. The architecture of 
modern GPUs is designed to handle a high degree of 
parallelism, significantly speeding up the overall computation 
time for the SPH simulation. 

The general approach to implementing SPH using 
compute shaders begins with the initialization of data buffers 
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to store particle information, such as positions, velocities, and 
densities. A dedicated compute shader then initializes these 
particle states. Following the initialization, a sequence of 
compute shaders are dispatched in the pipeline for tasks such 
as neighbor finding, density calculation, intermediate velocity 
calculation, and pressure gradient determination. Each of 
these shaders updates the particle states stored in the buffer. 
Finally, the particle positions and velocities are updated in a 
concluding shader pass. 

For data storage, Shader Storage Buffer Objects (SSBOs) 
offer read-write access to large datasets, making them suitable 
for storing particle data. For constant data, such as physical 
constants or simulation parameters, Uniform Buffer Objects 
(UBOs) are more appropriate. 

Synchronization is a key consideration in this context. It's 
crucial to ensure that all writes to shared data structures are 
properly synchronized to avoid race conditions.  

In summary, the compute shader offers a highly flexible 
and performant medium for SPH implementation, capable of 
dealing with the algorithm's complexity and computational 
intensity. Through the thoughtful application of compute 
shaders, significant performance gains can be realized, 
propelling the SPH simulation closer to real-time capabilities. 

V. RESULTS 

The outcomes of implementing Smoothed Particle 
Hydrodynamics (SPH) using various computational platforms 
are quite illuminating. This section provides a comprehensive 
look at the performance comparison between compute 
shaders, multi-threaded CPU, and single-threaded CPU 
implementations. Specifically, We evaluated the time taken to 
update the system state for 75,000 particles in each of these 
computational paradigms. (Fig. 1) 

In terms of timing, compute shaders have shown a 
staggering performance advantage. The GPU-based compute 
shader implementation completes an update in approximately 
10 milliseconds. In stark contrast, the multi-threaded CPU 
implementation takes about 250 milliseconds for the same 
number of particles, despite the parallelization advantages 
offered by multi-threading. Even more strikingly, the single-
threaded CPU implementation lags far behind, taking 
approximately 690 milliseconds to complete an update. 
(Fig.1) 

 

Fig. 1. Performance comparison. 

The results clearly indicate the superiority of using 
compute shaders for SPH in terms of computational time. The 
speedup is not just incremental; it's rather transformative, 

bringing the simulation much closer to real-time capabilities. 
It is worth mentioning that the hardware acceleration 
facilitated by the architecture of modern GPUs plays a crucial 
role here. The inherent parallelism in SPH is exploited to its 
fullest extent by the compute shaders, which is something 
even multi-threaded CPU implementations find hard to match. 

CONCLUSION 

The overarching objective of this article was to scrutinize 
the computational performance of SPH algorithms under 
different execution frameworks. Compute shaders emerged as 
the unequivocal winner in terms of computational speed, 
showcasing the remarkable capabilities of GPU computing for 
such complex, particle-based simulations. 

By implementing SPH using compute shaders, multi-
threaded CPUs, and single-threaded CPUs, the study unveiled 
the striking time efficiencies gained with the use of compute 
shaders. Specifically, compute shaders managed to update 
75,000 particle states within 10 milliseconds, thereby 
drastically reducing computational time compared to the other 
approaches. 

The findings clearly underline the advantage of adopting 
modern GPU-based methodologies for real-time simulations, 
especially in fields that require quick data throughput. This is 
not merely an incremental progression but signifies a 
momentous stride in SPH computations. 

Interestingly, this heightened efficiency did not 
compromise the simulation's fidelity. The quality of the results 
remained consistent across the board, suggesting that the 
benefits of using compute shaders go beyond just speed. The 
findings also pave the way for future research to delve into 
other domains where speed and real-time processing are 
paramount. 

To sum up, the research validates the utility of compute 
shaders in the efficient and accurate execution of SPH 
algorithms. This opens new avenues not only for SPH but also 
for other computational models that can capitalize on the 
immense processing power of modern GPUs. As we move 
towards an era where computational demand is ever-
increasing, the insights from this study serve as a crucial 
benchmark and an inspiration for future endeavors in high-
performance computing. 
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Abstract — The primary objective of this investigation 

revolves around streamlining the operational workflow within 

the Cybersecurity Operation Center (CSOC). It is no secret 

that the CSOC faces a significant challenge due to the influx of 

signals originating from a multitude of cybersecurity tools, 

each demanding precise processing. These tools encompass 

Intrusion Detection Systems (IDS), Endpoint Detection and 

Response (EDR), Next-Generation Firewalls (NGFW), Data 

Loss Prevention (DLP), Cloud Access Security Brokers 

(CASB), and more. Furthermore, a substantial volume of raw 

information, including event logs from diverse systems and 

applications, necessitates analysis and decision-making. This 

cumulative workload places immense pressure on CSOC 

analysts, resulting in an upsurge in poorly processed events, 

longer response times, extended event processing durations, 

and inevitably, an increase in the number of false positives. To 

address these challenges, two viable options emerge: 

1. Augment CSOC funding by recruiting additional analysts. 

However, this approach is not without its hurdles, 

including a scarcity of qualified specialists in the job 

market and the potential for inflated financial costs, which 

may not align with optimal business decisions. 

2. Develop an integrated system designed to detect malicious 

actions comprehensively. A key component of such a 

system involves the sophisticated detection of anomalies 

and responding not solely to individual events but to the 

anomalies themselves. 

Keywords — cybersecurity, framework, machine learning 

(ML), Security Information and Event Management (SIEM), 

Splunk, Cybersecurity Operation Center (CSOC). 

I. INTRODUCTION 

How can one discern the optimal approach for detecting 
the activities of adversarial teams? What is the ideal number 
of security operations (SecOps) tools to deploy? And, most 
crucially, how can an organization ensure it possesses the 
technical and human resources necessary to effectively 
handle the influx of events generated by these tools? The 
singular solution lies in the establishment of a 
comprehensive cybersecurity program within the 
organization. This program should be underpinned by well-
defined policies and procedures, delineated staff 
responsibilities, and a diverse range of technological 
frameworks. However, what course of action should be taken 
when all these elements are in place, yet the organization's 
internal systems expand, its workforce grows, the array of 

tools employed multiplies, and consequently, the volume of 
data requiring analysis by cybersecurity analysts surges? 

II. PROBLEM STATEMENT 

When an organization experiences growth across all 
quantitative metrics, spanning from the proliferation of 
servers to an expanding fleet of end-user machines, attackers 
interpret this as a singular opportunity. It signifies that they 
can maneuver through an extensive array of techniques 
encompassed within each tactical segment defined by 
MITRE ATT&CK. 

For cybersecurity professionals, this reality translates to 
an escalation in occurrences, particularly false positives, with 
each passing day. The task of distinguishing genuine threats 
from the cacophony of "noise" becomes progressively more 
challenging. Consequently, organizations face two primary 
strategies to address this predicament on a global scale: 

1. Increase the size of their Cybersecurity Operations 
Center (CSOC) workforce. 

2. Optimize the workloads of existing CSOC analysts. 

Given that not every organization can allocate additional 
resources to their cybersecurity program, we will focus on 
the latter approach. 

The foremost consideration in alleviating the burden on 
analysts is the reduction of alerts generated by various 
security operations (SecOps) tools. However, organizations 
often encounter a significant challenge when they position 
themselves as "enterprises" and opt for cybersecurity 
solutions that are predominantly commercial. These 
solutions typically lack flexibility in influencing the alert 
volume generated by individual systems. They function as 
enigmatic "black boxes," and it would be ill-advised to 
attempt alterations to their logic, given the substantial 
engineering teams behind their development. 

The remaining avenue involves working with the end 
result produced by these systems, specifically, the alerts. 
Most threat detection engineers traverse several stages of 
refinement to curtail the alert count, including: 

a) Adjusting threshold values. 

b) Calculating various statistical metrics such as average 
(avg), minimum (min), maximum (max), standard deviation 
(stdev), and others. 
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c) Employing statistical comparisons across different 
timeframes. 

d) Implementing machine learning. 

In this context, our focus will be directed towards 
effectively harnessing machine learning techniques to 
identify anomalies, both within raw event logs and amidst 
extensive clusters of alerts. 

III. PREPARE YOUR PAPER BEFORE STYLING 

The cornerstone of building an effective cyber-anomaly 
detection system lies in data. To detect anomalies with a 
probability greater than 40%, it's essential to gather 
consistent data spanning a duration of at least 90 days. 
Extending the data collection timeframe beyond 90 days is 
even more advantageous. However, it's crucial to 
acknowledge that amassing a substantial volume of data can 
pose challenges in terms of computational power and 
machine learning calculations, particularly lengthening the 
training time. Therefore, the optimal choice would be a 180-
day timeframe. 

A 180-day period encompasses numerous dynamic 
changes within the IT infrastructure, including password 
changes, maintenance activities, periodic alterations, and, 
inevitably, atypical actions. Subsequently, the next step 
involves constructing statistics that facilitate the 
identification of desired anomalies. These statistics must be 
highly accurate and free from anticipated noise, such as 
typical anomaly actions like anomalous failed logins by 
certain systems or applications. This meticulous approach to 
data collection and analysis enhances the precision of cyber-
anomaly detection, enabling organizations to focus on 
genuine threats while minimizing false positives.. 

Once the data has been prepared, and statistics have been 
generated from the dataset, the next critical step is to 
determine which machine learning (ML) algorithm is best 
suited for anomaly detection. While there are over 80 
machine learning algorithms available, not all of them are 
suitable for identifying anomalies. Some ML algorithms 
excel in prediction or forecasting tasks, while others are 
more adept at clustering. 

To make an informed choice, it's essential to categorize 
these algorithms into classifications based on their suitability 
for anomaly detection. This categorization can help 
streamline the selection process and ensure that the chosen 
algorithm aligns with the specific goals of anomaly detection 
within your dataset. By narrowing down the options and 
selecting algorithms optimized for anomaly detection, you 
can improve the accuracy and effectiveness of your 
cybersecurity system. 

 

Fig. 1. Classification of Machine Learning Algorithms in the Cybersecurity 
Domain 

Following the classification process, the careful 
elimination of unsuitable algorithms, and rigorous testing 
using real-world data, it has become evident that one of the 
most effective algorithms for detecting anomalies is the 
density function. 

Given its demonstrated effectiveness and reliability in 
our context, we have chosen to employ the density function 
as a core component of our framework. This choice aligns 
with our goal of developing a robust and accurate anomaly 
detection system within the cybersecurity domain. The 
density function will serve as a pivotal tool in our efforts to 
identify and address potential threats and anomalies 
effectively. 

Our framework, consisting of six steps, provides a 
systematic approach to effective anomaly detection within 
the cybersecurity domain: 

1. Dataset Preparation and General Statistics: in this 
initial step, you gather and prepare the dataset, ensuring its 
quality and consistency. You then build general statistics to 
gain insights into the data. 

2. Data Analysis and Noise Reduction:following dataset 
preparation, you analyze the dataset to identify and reduce 
noise, ensuring that the data is clean and relevant for further 
processing. 

3. Feature Extraction: in this phase, you extract useful 
features (UF) from the data, which are essential for the 
subsequent stages of the anomaly detection process. 

4. Dataset Generalization: here, you generalize the 
dataset based on the identified objects and the extracted 
useful features. This step helps streamline the data for 
efficient analysis. 

5. Algorithm Training: this critical step involves training 
the machine learning algorithm with the prepared and 
generalized data, ensuring that it can recognize patterns and 
anomalies during the designated timeslot. 

6. Application of Pre-trained ML Model: in the final step, 
you apply the pre-trained machine learning model to the data 
that requires processing. This model, equipped with the 
knowledge gained during training, can effectively detect 
anomalies within the dataset. 

Framework provides a structured approach to 
cybersecurity anomaly detection, emphasizing data quality, 
feature extraction, and the use of machine learning to 
enhance threat identification and response. 

 

Fig. 2. Anomaly detection with machine learning. 

The initial two steps have been previously detailed.  

Moving on to the third step, it revolves around 
calculating essential parameters that enhance the granularity 
and robustness of our statistical analysis for the observed 
object. Essentially, this step involves extracting and 
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incorporating additional fields into our dataset and 
subsequent stages. These additional attributes serve to dissect 
our statistics into finer segments, providing a more accurate 
and selective view. For instance, we can calculate whether 
events occur during the day or night, at the beginning or end 
of the week, on weekdays or weekends, and break them 
down by hours or specific days of the week. These 
supplementary attributes empower us to scrutinize our 
statistical sample with greater precision, enabling us to 
pinpoint anomalies with greater accuracy. 

The fourth step is indispensable for generalizing our 
statistics across various dimensions, including objects, useful 
features (UF), and time. In the first two steps, we construct 
datasets based on unique IDS events, where "unique" is 
determined by a combination of source, destination, and 
signature. This particular phase generalizes the dataset across 
attributes like <source> if our aim is to uncover anomalies in 
a unique source. Alternatively, it generalizes the dataset 
across <signature> if we are seeking anomalies triggered by 
specific signatures during specific time patterns, such as 
weekends. The flexibility here allows us to adapt our 
approach to various scenarios based on data processing 
requirements and our specific objectives. 

The fifth step is the fitting stage, which constitutes the 
primary process for training our algorithm using the finalized 
dataset. Timing is the linchpin of this step. It's crucial to 
precisely define when we expect to encounter anomalies. 
This is because the construction of statistics greatly varies 
between, for example, a one-hour time interval and a 24-hour 
one. The distinction becomes even more pronounced when 
detecting anomalies across weeks or months (as in the case 
of TX, where we seek to identify attacker actions that 
correspond to intelligent evasion tactics). Importantly, it's 
imperative not to formulate a training sample around one 
time interval and then attempt to identify anomalies using 
another time interval. Such an approach would lead to 
fundamentally flawed operations. 

The sixth and final step involves the application of a pre-
trained model for direct anomaly detection. In this phase, we 
must complete the initial four steps as well. Another critical 
consideration is that the training data should exclude 
instances where anomalies have been detected. In essence, 
the training sample, for instance, is constructed over a 180-
day period, omitting data from the present day (<today> 
minus one day), while the trained model operates on the data 
for the current day. 

This structured approach ensures the effectiveness of our 
cybersecurity anomaly detection framework, emphasizing 
the significance of data preparation, feature engineering, 
training, and model application in addressing evolving 
security threats accurately. 

IV. REAL EXAMPLES AND TESTING 

A. Anomaly Detection Across Unique EDR <signature> 

Testing Environment:  

• Splunk Enterprise Security (a SIEM application by 
Splunk) [2]  

• Machine Learning Toolkit [2]  

• Raw data sourced from the Organization's Endpoint 
Detection and Response System (EDR). 

In these scenarios, we leverage data from our EDR 
system that has been carefully normalized to conform to 
Splunk's data model for "Malware" [2]. This approach grants 
us the advantage of working with standardized fields as 
defined by Splunk. As a result, our search processes are 
expedited, and we no longer rely on EDR vendors for data 
compatibility. 

 

Fig. 3. Splunk correlation search for training ML algorithm utilizing EDR 

data from standardized data model 

 

Fig. 4. Splunk correlation search for malware anomaly detection using pre-

trained ML model 
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Fig. 5. Standard EDR reaction. 37 events for last 24 hours which should be 

processed by Tier1 analysts (before ML framework was implemented) 

 

Fig. 6. Result of anomaly detection. 0 event for last 24 hours which should 

be processed by Tier1 analysts (after ML framework implementation) 

As evident from our analysis, it's not necessary to 
individually investigate each EDR detection, often 
considered as noise. Instead, we can employ a scoring 
mechanism, such as the Risk-Based Approach (RBA), to 
assign scores to this noise. By doing so, our focus can shift 
towards detecting anomalies and findings with high RBA 
scores through correlation searches driven by machine 
learning. 

B. Anomaly Detection Across Kerberos and LDAP 

Requests 

Testing Environment:  

• Splunk Enterprise Security [2] 

• Machine Learning Toolkit [2]  

• Organizational logs retrieved from the Next-
Generation Firewall (NGFW). 

In a parallel manner to the previous scenario, our primary 
objective remains the construction of highly robust statistics 
within our dataset. Our aim is to eliminate noise and 
maintain a comprehensive understanding of our objectives 
and the data under scrutiny. 

We retain the flexibility to amalgamate a multitude of 
parameters within our detection mechanism to ensure 
adaptability to our infrastructure or specific requirements. 

Subsequent to training the machine learning model, 
which has been transformed into 
<ml_anomaly_authentication>, we commence the anomaly 
detection process. This process entails generating notable 
events that are subsequently passed on for further 
investigation by Tier 1 CSOC analysts. 

 

Fig. 7. Splunk correlation search for training ML algorithm utilizing 

NGFW data from standardized data model 

 

Fig. 8. Splunk correlation search for Kerberos/LDAP anomaly detection 

using pre-trained ML model 

C. TimeToTriage, TimeToClosure and False-Positive 

Ratios Improvements 

The ultimate validation of machine learning's efficacy 
lies in the reduction of the workload imposed on the CSOC. 
Specifically, this entails a decrease in the number of 
triggered correlation searches, particularly in cases where 
ML-based rules are applied. Furthermore, when ML-driven 
correlation rules do activate, the false positive rate remains 
below 50%, resulting in an overall reduction in false alarms. 
This, in turn, enables feasible investments in TTT (Time to 
Triage) and TTC (Time to Contain) strategies, with intervals 
as short as 15 and 30 minutes, respectively—adhering to 
industry best practices. 
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It's important to emphasize that the performance metrics 
and descriptions presented here are derived from real 
organizational data within a specific company and its unique 
IT infrastructure, distinguishing it from open datasets like 
those provided by MITRE or others. 

However, in a broader context, the conclusion remains 
unequivocally positive. The adoption of correlation rule 
optimization practices, where applicable, invariably 
enhances the detection of potentially malicious activities, 
without necessitating substantial additional financial 
investments. It's a swift victory that benefits both the CSOC 
and the organization as a whole. 

 

Fig. 9. False-Positive ratio for last 90 days 

 

Fig. 10. TTT&TTC results for last 90 days 
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Abstract — It is a good practice in the industry to carry out 

a risk assessment even before the stages of software production 

because we can prevent the costs of both human and material 

resources. In the era of the success of artificial intelligence with 

machine learning, it is very important to have accumulated 

expert knowledge on the basis of which we fuel datasets. Usually, 

it is very difficult to obtain numerical values of risk attributes, 

and especially to determine their importance among others. The 

values of risk attributes can be balanced in various ways, one of 

which is Monte Carlo simulation, which is presented in the 

publication. 

Keywords — risk assessment, software engineering risks, risk 

calculation, Monte Carlo simulation, value assessments, risk 

modelling 

I. INTRODUCTION 

IT software development projects face risks due to the 
complexity of the project, the lack of a full understanding of 
the laws of the global development environment, long code 
development, and the propensity of scientists to complex 
methodologies. Science and engineering are the main drivers 
of these applications, with developers often not funded or 
trained in software development. [1]  

In fact, many projects begin as research projects, without 
a clear relationship between deliverables, schedule, and 
resources. Developers are also often users or a large part of 
the user community. The development process is largely 
driven by prototypes, which are constantly refined and 
refined by scientists. 

Software development is a complex process that involves 
a multitude of interrelated factors, making it one of the most 
intricate and challenging fields of engineering. [2] Thus, in 
early development phases, design complexity metrics is 
considered useful indicators of software testing effort and 
some quality attributes. [3] Software complexity is an 
important factor which ought to be recognized at different 
levels of software development. [4]  

II. RISKS IN SOFTWARE DEVELOPMENT 

A. Common Risks in Software Development 

Software development is a complex and multifaceted 
process, and it involves various risks that can impact the 
success of a project. These risks can manifest at different 
stages of development and can be technical, organizational, 
or external in nature. [5] The most widespread common risks 
in software development are below: 

● Unclear Requirements. Poorly defined or constantly 
changing requirements can lead to misunderstandings, 
scope creep, project delays, and budget overruns. 

● Inadequate Planning. Lack of thorough project 
planning can result in underestimated budgets, 
unrealistic schedules, and resource shortages. 

● Scope Creep. Uncontrolled expansion of project scope 
can lead to missed deadlines, increased costs, and a 
project that never seems to be completed. 

● Technical Complexity. Complex technical 
requirements, unfamiliar technologies, or 
dependencies on third-party components can pose 
significant challenges and risks to the project's 
success. 

● Resource Constraints. Insufficient or poorly allocated 
resources (including skilled personnel, hardware, and 
software) can lead to project delays and subpar results. 

● Inadequate Testing. Skipping or insufficient testing 
can result in the release of software with critical 
defects, leading to customer dissatisfaction and costly 
post-release fixes. 

● Security Vulnerabilities. Failure to address security 
risks can lead to data breaches, system vulnerabilities, 
and compromised user information. 

● Communication Issues. Poor communication among 
team members and stakeholders can lead to 
misunderstandings, missed requirements, and project 
delays. 

● Dependency Risks. Reliance on external libraries, 
APIs, or third-party services can introduce risks if 
those dependencies change or become unavailable. 

● Personnel Turnover. Frequent turnover of team 
members can disrupt project continuity and 
knowledge transfer, potentially leading to project 
delays and quality issues. 

● Technology Obsolescence. Rapid advancements in 
technology can lead to the obsolescence of tools and 
technologies used in the project, necessitating costly 
rework. 

● Legal and Compliance Risks. Non-compliance with 
legal and regulatory requirements can result in legal 
issues, fines, and project delays. 

● Budget Overruns. Poor cost estimation and financial 
management can lead to budget overruns and 
jeopardize the financial health of the project. 

● Market Changes. Changes in market conditions, 
customer preferences, or competition can render the 
software less relevant or require significant 
adjustments. 
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● Natural Disasters and External Events. Events like 
natural disasters, economic crises, or global 
pandemics can disrupt project schedules and resource 
availability. 

● Poor Vendor or Partner Performance. If you rely on 
third-party vendors or partners for critical components 
or services, their underperformance can have a 
cascading effect on your project. 

● Stakeholder Expectations. Misalignment of 
stakeholder expectations can lead to dissatisfaction 
with the final product, even if it technically meets the 
requirements. 

Risks can be classified as systematic and unsystematic 
risks. Systematic risks involve external factors like hacking, 
viruses, natural disasters, and power loss, while un-
systematic risks involve unique risks such as misuse of 
confidential data, application errors, inside attacks, data loss, 
equipment malfunctions, and human interactions. The main 
goal of risk management is to identify and control all possible 
risks before they occur during software development. 

B. Reasons for the Complexity Factors 

To manage these risks effectively, software development 
teams often employ risk assessment and mitigation strategies. 
This may include conducting thorough risk assessments at the 
project's outset, implementing robust change control 
processes, fostering strong communication and collaboration, 
and continuously monitoring and adapting to changing 
circumstances throughout the project's lifecycle. Therefore, 
when assessing the risks in software development, we should 
pay attention to the complexity factors which could be 
described by the following reasons:  

● Software inherently deals with abstract concepts and 
logical structures, which can be inherently complex to 
design, implement, and maintain. Unlike physical 
systems, software doesn't have the same tangible 
components, making it difficult to visualize and 
understand. [6] 

● Software projects typically involve diverse 
stakeholders with varying needs and expectations. 
These stakeholders may include end-users, customers, 
managers, developers, testers, designers, and more. 
Managing and aligning their interests can be complex. 

● Software requirements often change over time due to 
evolving business needs, user feedback, or market 
dynamics. Adapting to these changes while 
maintaining project stability is a significant challenge. 
[7] 

● The rapid pace of technological advancements 
necessitates continuous learning and adaptation. 
Developers must stay up-to-date with new 
programming languages, frameworks, libraries, and 
tools. 

● In many software projects, integrating various 
software components, modules, or third-party services 
can be challenging due to compatibility issues, data 
synchronization, and dependencies. [8] 

● Comprehensive testing is critical to ensure software 
quality, but it can be complex due to various factors, 
including the need for diverse testing approaches 

(unit, integration, system, etc.), test data generation, 
and handling edge cases. [2, 8] 

● As software systems grow, scalability and 
performance optimization become complex issues. 
Ensuring that the software can handle increased loads 
and maintain responsiveness is a constant concern. 

● Protecting software from security threats, including 
vulnerabilities, cyberattacks, and data breaches, is an 
ongoing challenge that requires expertise and 
vigilance. 

● Managing software projects involves coordinating 
tasks, resources, timelines, and budgets. Ensuring that 
projects are delivered on time and within budget can 
be complex due to changing requirements and 
uncertainties. [9] 

● Proper documentation and knowledge transfer are 
essential for maintaining and enhancing software over 
time. Keeping documentation up-to-date and ensuring 
knowledge continuity across team members is often 
overlooked but critical. 

● Dealing with legacy systems, which may lack proper 
documentation or use outdated technologies, can be 
complex when upgrading or integrating them with 
modern solutions. [10] 

● Some software projects, especially in industries like 
healthcare or finance, must adhere to strict regulatory 
compliance standards, adding complexity in terms of 
documentation, validation, and auditing. 

● Designing software that provides an intuitive and 
pleasing user experience requires a deep 
understanding of user needs and preferences, adding a 
layer of complexity to the development process. 

● Building software for global markets may involve 
adapting it to different languages, cultures, and legal 
requirements, which adds complexity to the 
development process. 

● Successful software development often requires a 
blend of technical and non-technical skills, including 
project management, communication, problem-
solving, and creativity. [9] 

Indeed, software development is complex due to its 
abstract concepts, diverse stakeholders, evolving business 
needs, rapid technological advancements, and integrating 
components. Managing projects, maintaining documentation, 
dealing with legacy systems, adhering to regulatory 
compliance standards, and designing intuitive user 
experiences are all challenges. Adapting to global markets 
and balancing technical and non-technical skills is essential 
for successful software development. 

III. WIDESPREAD RISK IDENTIFICATION APPROACHES 

A. Taxonomy-based Risk Identification 

The taxonomy-based risk identification was a popular 
approach to risk assessment in software engineering because 
the taxonomy of software development maps the 
characteristics of software development and hence of 
software development risks. [6-11] The risk identification 
method is based on the following assumptions [11]: 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

139 
 

● Software development risks are generally known by 
the project’s technical staff but are poorly 
communicated. 

● A structured and repeatable method of risk 
identification is necessary for consistent risk 
management. 

● Effective risk identification must cover all key 
development and support areas of the project. 

● The risk identification process must create and sustain 
a non-judgmental and non-attributive risk elicitation 
environment so that tentative or controversial views 
are heard. 

● No overall judgment can be made about the success or 
failure of a project based solely on the number or 
nature of risks uncovered.  

This report [11] describes a method for facilitating the 
systematic and repeatable identification of risks associated 
with the development of a software-dependent project. 
Results of the field tests encouraged the claim that the 
described method is useful, usable, and efficient. 

Choosing the right software technology stack and 
managing your project are crucially important things to 
thoroughly understand the project’s requirements, including 
functionality, scalability, security, performance, and any 
specific constraints or preferences, and engage stakeholders. 
[12]  Ultimately, the right technology stack will depend on 
the unique requirements and goals of your project. It's 
essential to strike a balance between meeting current needs 
and preparing for future growth and changes. Regularly 
reassess your technology choices as your project evolves to 
ensure they remain appropriate. 

Software requirements can significantly impact the 
development process, quality, and project success. Common 
impacts include project delays, budget overruns, reduced 
quality, scope creep, customer dissatisfaction, legal and 
regulatory issues, resource allocation issues, communication 
breakdown, testing challenges, technical debt, project 
abandonment, and reputation damage. Unclear or changing 
requirements can lead to rework, increased development 
costs, reduced quality, scope creep, and customer 
dissatisfaction. Non-compliance with legal or regulatory 
requirements can result in fines, lawsuits, or costly rework. 
Incomplete or changing requirements can also lead to 
suboptimal resource allocation, communication breakdowns, 
testing challenges, technical debt, project abandonment, and 
reputation damage. To mitigate these impacts, effective 
requirements engineering and management practices, such as 
involving stakeholders early, using transparent 
documentation, conducting thorough analysis, and 
implementing change control processes, are crucial. [13] 

B. Risks Modelling 

Modelling risks in software development is a crucial step 
in the risk management process. [13] By creating risk models 
in software development, you can identify potential risks, 
categorize them, create a risk register, assess their probability 
and impact, calculate risk exposure, prioritize risks, model 
dependencies, develop mitigation strategies, create 
contingency plans, assign risk owners, monitor the risk 
register, communicate with stakeholders, model risk impact, 
conduct sensitivity analyses, use risk management tools, 

schedule regular risk reviews, and conduct a post-project 
review. [14-15] This comprehensive risk model helps 
manage and mitigate risks throughout the project, increasing 
the likelihood of successful delivery. Developing a 
comprehensive risk model to manage and mitigate software 
development project risks, we should revise and refine them 
iteratively evolving new risks arise. 

No one is immune to risk, and businesses with poor risk 
management are not protected. Common software 
development risks include pitfalls and bottlenecks in each 
industry. Generally, they are: 

● Planning. Bad timing in software development can lead 
to significant profits or setbacks. To avoid this, use agile 
methodologies, involve team members, receive 
feedback, and involve stakeholders. 

● Budget estimation. Improper budget estimation can lead 
to project completion late or exceeding the agreed cost. 
To mitigate this, maintain control, discuss additional 
functions, and calculate costs at the discussion stage. 

● Professional skills. Poor code quality and technical risks 
in software development can lead to negative 
consequences, including lack of professionalism, 
constant changes in software requirements, inadequate 
development support, complex projects, and difficult 
implementation. Poor productivity in software 
development projects can be caused by poor project 
management, incorrect methodology, and mismatched 
team members. Agile methodologies can maintain 
motivation and productivity, while project managers 
can mentor and coach the team. 

● Engagement and management. Poor project 
management leads to 32% of project failures, resulting 
in employee turnover and delays. High standards for 
project managers include strategic and tactical skills, 
strong communication, organizational framework, and 
documentation. User engagement is crucial for software 
development success but can be risky due to insufficient 
research, incorrect solution selection, or outdated 
UX/UI design. Professional business analysts analyse 
target audience needs and usability. 

● Unexpectability. Unpredictable external risks in 
software development include market changes, 
competitor growth, government regulations, and 
consumer behaviour. Business analysts use 
technologies like Machine Learning and Big Data 
Analytics to analyse market trends and make informed 
decisions. A well-thought-out risk management strategy 
can significantly reduce project impact. [15] 

C. Machine Learning approach 

Machine learning plays a crucial role in risk assessment 
for software development by utilizing historical data, 
patterns, and predictive models to identify and manage 
potential risks. It can predict the likelihood of specific risks 
occurring, identify them using natural language processing 
(NLP) and text mining techniques, categorize risks into 
predefined categories, assess their severity, estimate time-to-
impact, optimize resource allocation, rank and prioritize 
risks, build early warning systems, provide real-time risk 
reporting, detect anomalous behaviours or patterns in project 
data, recommend optimized risk mitigation strategies, 
continuously improve risk management practices, offer data-
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driven decision making, and scale to handle large volumes of 
project data. [16] 

Machine learning models can also help in identifying 
emerging risks or deviations from the norm by analyzing 
project data and providing insights into risk assessment and 
mitigation. This allows for informed decisions based on 
objective data and helps in balancing workloads and 
managing critical resources effectively.  

In addition to risk prediction, machine learning can also 
help in resource allocation by considering predicted risks and 
their impact on project tasks. It can also help in identifying 
anomalous behaviours or patterns in project data, leading to 
more effective risk management plans.  

To leverage machine learning effectively for risk 
assessment in software development, it's essential to have 
access to high-quality historical data and to invest in data 
preprocessing, model training, and ongoing model evaluation 
and refinement. Additionally, collaboration between domain 
experts and data scientists is crucial to ensure that machine 
learning models align with the specific needs and context of 
software development projects. 

IV. THE DATASETS AVAILABILITY 

Risk is a significant issue that can lead to significant 
losses and threats in various organizational procedures, 
particularly in the Computer Science field. Risks can arise 
from networks, the internet, malicious codes, users, 
loopholes, and physical security. High-quality software 
systems can be created with various risks, but project 
managers can reduce their impact by calculating these risks 
on IT resources. The software industry is one of the world's 
largest industries which sells an average of $350 billion of 
off-the-shelf software annually. [17-18] 

Risk management is crucial for large-scale systems due to 
their high quality and reliability demands. Software project 
assessment and prediction systems often rely on past project 
analysis results to form formulae using statistical techniques. 
However, credibility is often given to larger datasets, and 
little consideration is given to adding new project results or 
removing them from a dataset. Gathering the dataset, we 
should analyse the construction and use of historical software 
project data repositories in case study companies, using 
provided guidelines on the formation and usage of these 
datasets. [19] 

The risk analysis techniques quantify the quality of these 
datasets, discussing the expected reliability of results and 
how this can be used to formulate dataset policies. We should 
aim to provide a comprehensive understanding of the 
importance of historical software project data repositories in 
software project assessment and prediction systems [20]. 

Software risk management is a crucial practice in the 
software industry that involves risk identification, estimation, 
mitigation, and monitoring. It provides a disciplined 
environment for efficient decision-making in software 
development. Large-scale systems are particularly 
challenging due to the complexity of risks and the different 
risk factors they have. This paper provides an exhaustive list 
of risk factors for large-scale and small-scale systems and 
presents a comparative analysis of different software-related 
risk management models. The models are categorized based 
on the severity of their risks, highlighting the importance of 

understanding and addressing these risks in software 
development. [21] 

The paper [22] examines the construction and use of 
historical software project data repositories in various case 
study companies. It aims to provide guidelines on the 
formation of such repositories and the appropriateness of 
adding new project results or removing project results from a 
dataset. The authors argue that while large datasets are often 
considered more credible, the authors also highlight the 
importance of considering when to add or remove project 
results from a dataset. The paper [22] concludes that a more 
comprehensive approach to risk and software metrics datasets 
is needed to improve the credibility of these systems. 

A data set for risk assessment in software development is 
a collection of historical data and information that can be used 
to analyse and predict risks associated with software projects. 
These datasets often include data on project attributes such as 
size, complexity, team size, development methodology, and 
outcome variables related to project success or failure. Some 
common types of datasets used for risk assessment in 
software development include defect datasets, project 
outcome datasets, effort estimation datasets, requirements 
and change request datasets, personnel datasets, process and 
methodology datasets, code metrics datasets, vendor or 
supplier datasets, external factors datasets, and security 
datasets. Finally, we gathered the accessible datasets through 
the Internet and after the feature analysis picked up the best 
of them in a single dataset for our targets. 

V. MONTE CARLO SIMULATION 

Monte Carlo simulation is a powerful technique for 
modelling and analyzing complex systems by using random 
numbers. It's widely used in various fields such as finance, 
physics, engineering, and computer science. Monte Carlo 
simulations are a class of computational techniques that use 
random sampling to approximate and analyse complex 
systems or problems.  

While Monte Carlo simulations themselves are not 
typically considered machine learning algorithms, they can 
be combined with machine learning techniques to enhance 
their capabilities. It's important to note that the specific 
choice of machine learning algorithms in Monte Carlo 
simulations depends on the nature of the problem, the 
available data, and the objectives of the simulation. The risk 
attributes could be assessed in different ways using 
categorical, nominal or another type of value representation.  

Of course, we would like to have a numerical value for 
each of the risk’s attributes because it is easy to do 
calculations about them and apply powerful algorithms such 
as machine learning algorithms. We can guess that using the 
Monte Carlo simulations we can investigate the best possible 
types of values within the risk assessment models. As we 
have a lot of different criteria we used different data 
distributions for the initial random generation of the attribute 
values, for example normal, exponential, Poisson, binomial, 
geometric, gamma, beta, lognormal and triangular.  

Different algorithms may be more suitable for different 
scenarios (Fig. 1), and their selection should be based on 
careful analysis and experimentation.  
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Fig. 1. Results of Monte Carlo simulation 

As can be seen in Fig. 1, we inspected the values of 
possible expenses which we could get with applied risks 
based on the generated initial values. Changing the 
distributions and specific limitations we found the best 
approach for risk attribute values representation. 

CONCLUSIONS 

Applying the Monte Carlo simulation, we resolved some 
pain items of our problem. We clarified the attributes of 
software engineering risks choosing the best data distribution 
and investigated diapasons for attribute values. 

Achieved results allow us to investigate the risk attribute 
importance and create a good dataset for applying the 
machine learning algorithms. 
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Abstract — The Gaussian mixture model (GMM) based 

machine learning approach for automatic unsupervised 

detection of threat types in communication networks is 

proposed in the paper. The proposed approach uses the 

expectation-maximization algorithm and a vector of threat 

associated parameters, which are monitored parameters in 

communication network. These parameters can be associated 

with both features of the functioning of communication network 

and threat scenarios, e.g., delays and number of requests in 

cases of either specific routing or threats. The detection of threat 

types in the proposed approach is performed by a forming of 

subsets of threat associated parameters using latent variables of 

GMM, which are by nature posterior probabilities that threat 

associated parameters are associated with components of the 

GMM. An example of simulation of the proposed approach, 

which deals with a detection of possible “no threats”, 

“insignificant threat”, “moderate threat”, and “significant 

threat” cases in communication network is shown and analyzed. 

Features and prospects of the proposed approach are also shown 

and analyzed in the paper. 

Keywords —cybersecurity, machine learning, threat detection, 

Gaussian mixture model, expectation-maximization algorithm 

I. INTRODUCTION 

Modern communication networks are made out as groups 
of communication techniques and layers (physical, data link, 
network, transport, session etc.). 

Different techniques in communication networks can be 
associated with different specific kinds of technical issues 
such as spectrum sharing in cognitive radio networks [1], 
designing UAV‐assisted 5G hybrid data link structures [2], 
improvement of radio resource usage in hybrid wireless data 
link structures [3], data analysis [4], [5] in communication [6], 
navigation [7], [8] and surveillance [9], [10] air traffic 
management (CNS/ATM) systems, sensor networks [11] etc. 

Abovementioned techniques foresee various layers of 
networks, including layers of heterogenous [1]-[3], ISO/OSI, 
TCP/IP structures [12], [13]. This, for example, leads to a high 
complexity of cybersecurity features in modern 5G 
communications [14] and airborne systems where machine 
learning (ML) and artificial intelligence (AI) techniques, in 
particular neural networks, become more prevalent [15]-[17]. 

II. PROBLEM STATEMENT 

Threats for privacy and security cybersecurity in modern 
communication networks can have various causes and nature, 
starting with the first layer of the ISO/OSI model, which is 
responsible for signal transferring and processing, and ending 
with the seventh layer of the ISO/OSI model, which is 
responsible for user applications and relevant 
interconnections. This causes a multivariate approach to 
cybersecurity problem, which take into account complex 
analysis of different threat types and their automatic 
unsupervised estimation and detection. Such complex analysis 
can be realized directly by means of ML [18] and AI [19] 
techniques, where only observed input data and, in some 
instances, pre-configuration of ML and AI techniques are 
required.  

The maximum likelihood estimation (MLE) approach is 
often used as the basis for a number of ML techniques, in 
particular for an unsupervised regression analysis and 
clustering [20].  

In doing so, a clustering of threat types within the 
multivariate approach to cybersecurity problem can be based 
on MLE approach [21], [22]. This area is a promising 
direction for an automatic unsupervised detection of threat 
types in communication networks.  

The problem boils down to the justification and adjustment 
of MLE based ML technique for detection and further 
clustering of threat types in communication networks.  

In this regard, the aim of the paper is to propose an 
adjusted MLE based ML approach for detection and further 
clustering of threat types in communication networks.  

A proposed approach can be based on a Gaussian mixture 
model (GMM) [23], [24] along with the expectation-
maximization (EM) algorithm [22], [25], [26]. 

III. METHODOLOGY 

Let ��� = ����	, ����, … , �����  be a vector of N 
threat associated parameters ����, � = 1,2, … , �, which are 
monitored parameters in communication network.  

These parameters can be associated with both features of 
the functioning of communication network and threat 
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scenarios, e.g., delays and number of requests in cases of 
either specific routing or threats (e.g., denial-of-service 
attacks). 

The vector ���  can contain normalized values ����, � = 1,2, … , �, in some metric, where these parameters can be 
presented and analyzed.  

A kind of normed metric depends on a structure and 
features both communication network and expandable threats, 
e.g., the Hankel matrix rank can be used as a metric for the 
Hankel-based unsupervised anomaly detection [27]. 

The proposed MLE based ML approach primarily 
automatically forms subsets of threat associated parameters 
within ��� . This may make it possible to further detect 
various specific subsets of threat associated parameters, which 
characterize relevant threat types. 

The forming of subsets of threat associated parameters 
within ���  using a GMM [23], [24] is realized through 
representing the data in ���  as a mixture of Gaussian 
distributions: 

 �������� = ∑ ������� exp  − �"#$%&��'��� ()*+	 , (1) 

where ��������  is the probability density function of 
mixture of Gaussian distributions for the random variable ���; K is the number of GMM components; ,* and �* are 
mean and variance of k-th GMM component, respectively; -* 
is the weighting coefficient of k-th GMM component, and 
these coefficients meet the condition ∑ -*)*+	 = 1. 

As with most statistical data processing models [28]-[31], 
GMM is often portraited as a statistical model, which can be 
used for the parameter estimation. 

However, there are algorithms, which work with GMM 
and could make it possible to determine belongings of threat 
associated parameters ����,  � = 1,2, … , �,  to GMM 
components. 

In particular, EM algorithm [22], [25], [26], in addition to 
parameter estimation of ,* , �* , and -* , . = 1,2, … , / , in 
(1), can also give estimates of GMM latent variables. 

The latent variables are by nature posterior probabilities 
that ����  is associated with k-th GMM component. This 
feature can be used for detection and further clustering of 
threat types in communication networks.  

In this context, each GMM component plays a role of a 
threat type. 

EM algorithm maximizes the log-likelihood function 00��1, 2, 3|����  for a conjecture for GMM parameters 1, 2 and 3 at observed threat associated parameters ���: 

00��1, 2, 3|���� = log ∏ ��������|1, 2, 3� =�+	= ∑ log�+	 ∑ ������� exp  − �"#$%&��'��� ( → max)*+	 .  (2) 

Finding the maximum of 00��1, 2, 3|����  is done 

through GMM latent variables = = >θ�,*@,  � = 1,2, … , �, . = 1,2, … , / , by means of two consecutive iterative 
procedures, namely expectation step (E-step) and 
maximization step (M-step) [22, 25]. 

• E-step: 

 θ�,*�A%	� =
B��CDE�

F'GH��CDE�IJKL%MNOPQDR��CDE�S'
'H��CDE� T

∑ BU�CDE�
F'GHU�CDE�IJKL%MNOPQDRU�CDE�S'

'HU�CDE� TVUWE
, (3) 

where q is the iteration number, X ∈ ℕ. 

Initial parameters 1�[� = >,*�[�@ , 2�[� = >�*�[�@ , and 3�[� = >-*�[�@, . = 1,2, … , /, in (3) can be chosen using a 

priori data about the most probable or expected their values, 
taking into account statistics of possible threat types and their 
parameters in a communication network. 

The number of GMM components K is an internal 
parameter of a cybersecurity analysis system, which can be 
taken for a number of threat types. For instance, for the case / = 1  a cybersecurity analysis system in communication 
network does not detect different threat types, and, for the case / = �, a cybersecurity analysis system is able to detect each 
threat associated parameter as a separate threat.  

The detection and further clustering of threat types in 
communication networks allow organizing of protection for 
different threat types when subsets of threat associated 
parameters can be automatically identified as threat types 
within TAP, e.g., at K = 4: “no threats” (. = 1), “insignificant 
threat” (. = 2), “moderate threat” (. = 3), and “significant 
threat” (. = 4). 

The estimated at the q-th iteration number of threat 
associated parameters, which belong to the k-th GMM 
component and relevant k-th threat type, is expressed as: 

 ^*�A%	� = ∑ θ�,*�A%	��+	 . (4) 

• M-step: 

 -*�A� = ^*�A%	� �⁄ ; (5) 

 ,*�A� = 	`��CDE� ∑ θ�,*�A%	������+	 ; (6) 

 �*�A� = 	`��CDE� ∑ θ�,*�A%	� a���� − ,*�A�b��+	  (7) 

The E-step and M-step are recurrent and periodically 
repeated until the stopping criteria (8) is not met. 

 
00�>1�A�, 2�A�, 3�A�c���@ −−00�>1�A%	�, 2�A%	�, 3�A%	�c���@ < ξ , (8) 

where ξ  is a positive small number under which the 
convergence of the EM algorithm can be considered 
acceptable. 

IV. SIMULATION RESULTS AND THEIR ANALYSIS 

A. Description of the Example 

Let us simulate the proposed MLE based ML approach for 
detection and further clustering of threat types in 
communication network.  
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Suppose that the observed in communication network ���  contains � = 24  measured threat associated 
parameters, which are, e.g., numbers of server requests per 
unit time: 

��� = �13, 3, 25, 35, 28, 917, 15, 840, 14, 17, 985, 11,                                         89, 31, 60, 16, 45, 51, 783, 51, 7, 59, 53, 21��. (9) 

If using the mentioned above cybersecurity analysis 
system, which is characterized by the internal parameter K = 4 
with the threat types conditional classification containing “no 
threats” case (. = 1), “insignificant threat” case (. = 2), 
“moderate threat” case (. = 3), and “significant threat” case 

( . = 4 ), the initial parameters 1�[� , 2�[� , and 3�[�  are 
primarily subject for justification and setting. This is also the 
main component of adjustment of the proposed ML approach 
for an automatic and unsupervised detection and further 
clustering of threat types in communication networks. 

Let, for example, typical a priori expected values of 1�[�, 
which are taken into account with the statistics of possible 
threat types and their parameters in a communication network, 
are presented in Table I. It is relevant to note that values of 1�[� can vary immensely, but they must not be the same in 
order to avoid degeneration of different GMM components, 
when some or all of them become the same. 

The initial approximation for variances 2�[� can be taken 

as �*�[�~nmax>,	�[�, ,��[�, … , ,)�[�@o�
, . = 1,2, … , / , i.e., 

for the considered example �*�[� = n,	�[�o� = 10p,                . = 1, 2, 3, 4.  Such large values of 2�[�  in fact transform 
normally distributed initial GMM components into uniformly 
distributed components under conditions of a priori 
uncertainty about ���. This provides a good initial grip of 
each ��� component by each GMM component. 

The initial approximation for weighting coefficients under 
conditions of a priori uncertainty about ��� can be taken as -*�[� = 1 /⁄ , . = 1,2, … , / , i.e., these coefficients are 

evenly distributed, and for the considered example -*�[� =1 4⁄ , . = 1, 2, 3, 4. 
TABLE I.  EXAMPLE OF INITIAL PARAMETERS 1�[� 

GMM component Threat type q�r� 
k = 1 No threats 1 

k = 2 Insignificant threat 10 

k = 3 Moderate threat 100 

k = 4 Significant threat 1000 

 

B. Simulation Results 

The following results are presented for the case ξ = 0.001. 00�>1�[�, 2�[�, 3�[�c���@ = −190.8625. 

• Results after the iteration X = 1: s�[� = �6.395, 6.403, 6.460, 4.741��; 3�	� = �0.266, 0.267, 0.269, 0.198��; 1�	� = �148, 149, 157, 264��; 

2�	� = �8.62 ∙ 10u, 8.67 ∙ 10u, 9.16 ∙ 10u, 1.46 ∙ 10v��;  00�>1�	�, 2�	�, 3�	�c���@ = −171.6985. 

Stopping criteria (8) is not fulfilled. 

• Results after the iteration X = 2: s�	� = �6.329, 6.330, 6.327, 5.015��; 3��� = �0.264, 0.264, 0.264, 0.209��; 1��� = �110, 112, 131, 387��; 2��� = �6.00 ∙ 10u, 6.12 ∙ 10u, 7.39 ∙ 10u, 1.82 ∙ 10v��;  00�>1���, 2���, 3���c���@ = −169.0545. 

Stopping criteria (8) is not fulfilled. 

• Results after the iteration X = 3: s��� = �6.342, 6.286, 5.839, 5.533��; 3�w� = �0.264, 0.262, 0.243, 0.231��; 1�w� = �48, 50, 77, 561��; 2�w� = �1.29 ∙ 10u, 1.44 ∙ 10u, 3.51 ∙ 10u, 1.76 ∙ 10v��;  00�>1�w�, 2�w�, 3�w�c���@ = −156.0108. 

Stopping criteria (8) is not fulfilled. 

In the following, results for 3 latest iterations, when the 
convergence of EM algorithm is achieved, are shown. 

• Results after the iteration X = 78: s�xx� = �8.734, 2.417, 8.849, 4.000��; 3�xy� = �0.364, 0.101, 0.369, 0.167��; 1�xy� = �13, 29, 52, 881��; 2�xy� = �28.90, 12.70, 306.95, 5849.19��;  00�>1�xy�, 2�xy�, 3�xy�c���@ = −120.0318. 

Stopping criteria (8) is not fulfilled. 

• Results after the iteration X = 79: s�xy� = �8.758, 2.399, 8.843, 4.000��; 3�xz� = �0.365, 0.100,0.368, 0.167��; 1�xz� = �13, 29, 52, 881��; 2�xz� = �29.10, 12.48, 306.46, 5849.19��;  00�>1�xz�, 2�xz�, 3�xz�c���@ = −120.0306. 

Stopping criteria (8) is not fulfilled. 

• Results after the iteration X = 80: s�xz� = �8.777, 2.384, 8.839, 4.000��; 3�y[� = �0.366, 0.099, 0.368, 0.167��; 1�y[� = �13, 29, 52, 881��; 2�y[� = �29.27, 12.32, 306.08, 5849.19��;  00�>1�y[�, 2�y[�, 3�y[�c���@ = −120.0298. 

Stopping criteria (8) is fulfilled. 
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Obtained values of GMM latent variables are: 

 =�xz� =

⎣⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎢⎢
⎡0.9750.9650.2150.001

0.0000.0000.5590.3150.0410.0000.9660.000
0.7380.0000.0000.0000.9710.9470.0000.979
0.0000.0020.0000.000

0.0250.0350.2260.684
0.0000.0000.0000.0000.2210.0000.0340.000
0.0001.0000.0001.0000.0290.0520.0000.021
0.0000.0001.0000.0000.0000.0080.0000.958

0.0000.6880.0000.0010.0000.0000.0000.000
0.0000.0000.0000.0000.9780.0000.0000.774
0.0000.0000.0000.081

1.0000.3031.0000.041
0.0000.0000.0000.0001.0001.0000.0001.000
0.0000.0001.0000.0000.0221.0001.0000.144
0.0000.0000.0000.000⎦⎥

⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎥⎥
⎤

. (10) 

Detection and clustering of threat types in communication 
networks can be implemented by means of detection of 
belongings of threat associated parameters ����,                    � = 1,2, … , �, to GMM components, i.e., to subsets of threat 
associated parameters within ���. For this purpose, for each 
n-th threat associated parameter as the criterion of maximum 
posterior probability can be applied the criterion max>θ�,	 , θ�,� , θ�,w , θ�,u@. Analysis of =�xz�  in (10) using 

this criterion gives results of threat types detection, which are 
shown in Table II.  

C. Analysiss of Simulation Results and Discussion 

Results in Table II mean that: 

• “No threats” is characterized by values of threat 
associated parameters in the range [3; 21]; 

• “Insignificant threat” is characterized by values of 
threat associated parameters in the range [25; 31]; 

• “Moderate threat” is characterized by values of threat 
associated parameters in the range [35; 89]; 

• “Significant threat” is characterized by values of threat 
associated parameters in the range [783; 985]. 

TABLE II.  RESULTS OF THREAT TYPE DETECTION 

GMM 

component 
Threat type Threat associated parameters 

k = 1 No threats 
TAP1 = 13; TAP2 = 3; TAP7 = 15; 

TAP9 = 14; TAP10 = 17; TAP12 = 11; 
TAP16 = 16; TAP21 = 7; TAP24 = 21 

k = 2 
Insignificant 

threat 
TAP3 = 25; TAP5 = 28; TAP14 = 31 

k = 3 
Moderate 

threat 

TAP4 = 35; TAP13 = 89; TAP15 = 60; 
TAP17 = 45; TAP18 = 51; TAP20 = 51; 

TAP22 = 59; TAP23 = 53 

k = 4 
Significant 

threat 
TAP6 = 917; TAP8 = 840; 
TAP11 = 985; TAP19 = 783 

 

Attention should be paid to the main distinctive feature of 
the proposed GMM MLE based ML approach, which is 
automatic unsupervised organizing of subsets of threat 
associated parameters within ��� that are corresponding to 
threat types in communication networks (i.e., their detection 
in this way). 

This organizing is also implemented without any 
previously setting of thresholds between ranges, and using, in 
fact, only typical a priori expected values of threat associated 
parameters for each threat type. 

Another important feature of the proposed ML approach is 
the ability to estimate the accuracy of threat types detection. 
For this purpose, it is possible to use for each k-th threat type 
the following criteria: 

• MAX* = max >θ�,*c���� ∈ GMM component .@; 

• MIN* = min >θ�,*c���� ∈ GMM component .@; 

• MEAN* = �θ�,*c���� ∈ GMM component .�. 
Results of estimation the accuracy of threat types detection 

for the considered example is presented in Table III. 

In the case of using the proposed criteria, higher values of MAX* , MIN* , or MEAN*  indicate higher accuracy of threat 
types detection. 

The proposed ML approach is also characterized by the 
following features: 

• convergence rate of iterative procedures within EM 
algorithm in the proposed ML approach is acceptable: 
few dozen of iterations for detection and further 
clustering of all threat types in communication 
networks are required; e.g., analysis of ���, which 
consists of � = 24  observed threat associated 
parameters, took no more than a hundred iterations; 
however, the number of iterations significantly 
depends on observed data ��� and initial parameters 1�[�, 2�[�, 3�[�; this number is increasing for a larger 
number of N and larger number of threat types; 

• forming of subsets of threat associated parameters 
within ��� can be a robust and accurate: a decision 
about belonging of one or the other threat associated 
parameter to threat types, which is based on the GMM 
latent variables (the posterior probabilities that threat 
associated parameters belong to some GMM 
components), can be often made by means of contrast 
values θ�,* , which are θ�,* → 1  or θ�,* → 0  with a 

very high degree of compliance, e.g., for ∀θ�,u in (10); 

• self-adaptation of the proposed ML approach boils 
down to the fact that previous separation of subsets of 
threat associated parameters within ���  is not 
required and these parameters in the observed data can 
be not in the ascending order; subsets and typical a 
priori expected values of initial parameters are 
organized and adjusted automatically, which is also 
illustrated in Tables IV, V and VI for the modification 
of GMM parameters 1, 2, and 3. 
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TABLE III.  ACCURACY OF THREAT TYPES DETECTION 

GMM 

component 
Threat type q��� q��� q���� 

k = 1 No threats 0.979 0.774 0.946 

k = 2 
Insignificant 

threat 
0.738 0.559 0.662 

k = 3 
Moderate 

threat 
1.000 0.684 0.961 

k = 4 
Significant 

threat 
1.000 1.000 1.000 

TABLE IV.  MODIFICATION OF GMM PARAMETERS 1 

GMM 

component 
Threat type q�r� q��r� 

k = 1 No threats 1 13 

k = 2 
Insignificant 

threat 
10 29 

k = 3 
Moderate 

threat 
100 52 

k = 4 
Significant 

threat 
1000 881 

TABLE V.  MODIFICATION OF GMM PARAMETERS 2 

GMM 

component 
Threat type ��r� ���r� 

k = 1 No threats 1000000 29.27 

k = 2 
Insignificant 

threat 
1000000 12.32 

k = 3 
Moderate 

threat 
1000000 306.08 

k = 4 
Significant 

threat 
1000000 5849.19 

TABLE VI.  MODIFICATION OF GMM PARAMETERS 3 

GMM 

component 
Threat type ��r� ���r� 

k = 1 No threats 0.250 0.366 

k = 2 
Insignificant 

threat 
0.250 0.099 

k = 3 
Moderate 

threat 
0.250 0.368 

k = 4 
Significant 

threat 
0.250 0.167 

 

Among the peculiarities of the proposed ML approach, it 
should also be noted such peculiarities and relevant cases 
when indeterminate forms of the kind 0 0⁄  in the log-
likelihood function 00��1, 2, 3|���� can be obtained: 

• some k-th empty subset is obtained when a relevant 
threat type is not detected, i.e., none of threat 
associated parameters ����, � = 1,2, … , �, belong to 
some k-th GMM component (-* → 0 and �* → 0); 

• some k-th subset contains only one threat associated 
parameter (-* → 1 �⁄  and �* → 0); 

• some k-th subset contains only the same threat 
associated parameters, e.g., ���	y  and ����[  in the 
considered example (-* → � �⁄ , � ∈ ℕ, �* → 0). 

The above-mentioned peculiarities can be identified in 
practice as the “division by zero” cases. They require a special 
mathematical analysis of the of the log-likelihood function 00��1, 2, 3|���� and its structure. 

CONCLUSION 

The paper deals with a problem of threat types detection 
in communication networks within a multivariate approach to 
cybersecurity problem, which take into account complex 
analysis of different threat types and their automatic 
unsupervised estimation and detection. 

The GMM based ML approach for detection of threat 
types in communication networks is proposed an adjusted in 
the paper. A distinctive feature of the proposed ML approach 
is the use of the EM algorithm for detection of threat types. 

The proposed ML approach uses as the observed data a 
vector of threat associated parameters, which are monitored 
parameters in communication network. These parameters can 
be associated with both features of the functioning of 
communication network and threat scenarios, e.g., delays and 
number of requests in cases of either specific routing or 
threats. 

The detection of threat types in the proposed ML approach 
is performed by a forming of subsets of threat associated 
parameters using latent variables of GMM, which are by 
nature posterior probabilities that threat associated parameters 
are also associated with GMM components. 

The example of simulation of the proposed ML approach, 
which deals with a detection of possible “no threats”, 
“insignificant threat”, “moderate threat”, and “significant 
threat” cases in communication network, is shown and 
analyzed in the paper. 

The main distinctive feature of the proposed ML approach 
is an automatic unsupervised organizing of subsets of threat 
associated parameters that are corresponding to threat types in 
communication networks. This organizing is also 
implemented without any previously setting of thresholds 
between ranges of these subsets, and using, in fact, only 
typical a priori expected values of threat associated parameters 
for each threat type. Another important feature of the proposed 
ML approach is the ability to estimate the accuracy of threat 
types detection. Other features and peculiarities of the 
proposed ML approach are also presented and analyzed in the 
paper. 

Prospects for the development and practical use of the 
proposed ML approach are intelligent cybersecurity and data 
analysis systems for information and communication 
technologies and other fields, e.g., modern UAV control 
systems and technologies [32] etc. 
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Abstract — Anomaly detection is an important problem in 

various domains, such as user analysis, network intrusion 

detection, fraud detection and system monitoring. This paper 

provides a comprehensive review of anomaly detection algorithms 

for clustering applications. Hence, the paper provides a detailed 

analysis of various clustering techniques, including distance 

based, hierarchical, and density based. They also discussed using 

ensemble techniques and outlier detection methods to improve 

anomaly detection accuracy on this data set. The authors have 

applied them to a customer data set to detect anomalies. The 

authors discussed different cluster-based algorithms and 

compared their performance based on scalability, precision, 

recall, and f1 score metrics. Moreover, this work highlights the 

challenges of cluster-based anomaly detection, such as selecting 

the appropriate number of clusters, dealing with high-dimensional 

data, and handling imbalanced datasets. Finally, the authors 

provided insights into addressing these challenges and discussed 

future research directions. 
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I. INTRODUCTION 

In today’s world, data grows exponentially; scientists 

predict that the ’tsunami of data is coming in recent years ’[1], 
as more users will join the global internet, and more signals will 
be gathered about them on a daily basis. This torrent of 
information will not only come from an increase in the number 
of users [2] but also from the expanding capabilities of our 
technological infrastructure [3], including Internet of Things 
(IoT) devices [2], cloud-based platforms [4], and digital service 
providers. The data is growing not just in volume but also in 
complexity and diversity. 

As our world becomes increasingly digital and 
interconnected, the speed and volume of data will far exceed 
human capabilities for processing and analysis [5]. With more 
data in the coming years, we expect to see an increased demand 
for automated data analysis [6]. As a result, machine learning 
and artificial intelligence are anticipated to play a more 
prominent role in extracting insights and making predictions 
from large datasets. 

Existing methods of data analysis are semi-automated; they 
require a certain amount of human interaction for doing the pre-
processing: filtering the expected data, and finding the data that 
does not fit into any of the known patterns [7]. However, as we 
move into the future, there is a growing need to fully automate 

these steps to manage the increased scale and complexity of the 
data [8]. In this regard, research is underway to develop more 
sophisticated algorithms and models that can handle these tasks 
more efficiently and accurately. One of the significant 
milestones of fully automated data analysis is automated outlier 
detection. The problem with finding outliers or anomalies in 

data is that ’we don’t know what we don’t know ’[9]. Moreover, 
automated systems are prone to misuse, as they can be built to 
serve one set of functions, while later being used by 
unauthorized users for completely different purposes. The 
problem of limited knowledge of the data perfectly describes 
the problem of unsupervised learning; finding an outlier or 
anomaly if we do not know how it looks. However, the 
advancements in unsupervised learning and artificial 
intelligence hold promise for improving anomaly detection and 
managing outlier or anomalous data [10]. 

It is worth mentioning that not all anomalies are bad [11]: 
for example, anomaly detection can be used to identify 
customers who exhibit unique behaviors or preferences that 
may not be captured by traditional segmentation methods [12]. 
This is an important area of research, as identifying these 
unique customer behaviors can provide businesses with 
valuable insights into customer preferences and behaviors that 
can be leveraged for business growth. 

Cluster-based anomaly detection [13] could be an answer to 
the problems mentioned. The idea is to cluster similar data 
points and identify outliers that do not fit perfectly into the 
specific cluster. Depending on the type of clustering algorithm, 
a different method for detecting an outlier is used. This science 
paper is focused on partition-based, density-based and 
hierarchical clustering algorithms. The main challenge in 
cluster-based anomaly detection is finding an approach that 
could work well for large-scale data, will be insensitive to the 
choice of input parameters, and can provide insightful 
information about anomalies. To deal with this challenge, we 
are exploring a number of different strategies, including but not 
limited to, the use of ensemble methods, feature engineering, 
and optimized parameter tuning. Our research also considers 
the trade-off between computation time and accuracy, which is 
a critical factor when dealing with large-scale data. 

In the following sections, this paper will delve deeper into 
the topic of anomaly detection using machine learning 
techniques. Section II will provide a review of various 
clustering algorithms used for anomaly detection. It will detail 
the advantages, disadvantages, and typical use cases for each 
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type of algorithm. Section III will describe the dataset used in 
the study and the experimental setting. This section will also 
elaborate on the data preprocessing steps and any challenges 
faced during this phase. Section IV will present the results and 
analysis of the evaluation of the machine learning algorithms. 
It will provide a comprehensive discussion of the performance 
of each algorithm and the reasons for their respective 
performances. Finally, Section V will conclude the findings and 
their implications, offering future directions for research and 
potential applications of the findings. 

II. REVIEW OF CLUSTERING ALGORITHMS FOR ANOMALY 

DETECTION 

This section briefly reviews three major clustering 
algorithms commonly used for anomaly detection: Partition-
based clustering, Density-based clustering, and Hierarchical-
based clustering. This review will focus on the intuition, 
strengths, and limitations of each algorithm. 

A. Partition-based clustering 

Partition-based clustering is a commonly used clustering 
algorithm for anomaly detection. Partition-based algorithms 
such as K-Means [15] involve dividing the dataset into K 
clusters based on the similarity of data points. While these 
algorithms are effective in identifying patterns and grouping 
similar data points, they may not always be able to detect 
anomalies. One approach to identify anomalies in K-Means 
[15] clustering is to define a threshold value based on the 
within-cluster sum of squares (WCSS) for each cluster. The 
WCSS measures the sum of the squared distances between each 
data point and the centroid of its assigned cluster. To detect 
anomalies, we can calculate the WCSS for each cluster and 
define a threshold value above the average WCSS for all 
clusters. Any data point with a WCSS value above this 
threshold can be considered an anomaly. Formally, let 
C1,C2,...,Ck be the K clusters generated by the K-Means [15] 
algorithm, and let S1,S2,...,Sk be the corresponding sum of 
squares for each cluster. The average WCSS, denoted by Savg, 
can be calculated as: 

���� =
��1,�2,…,���


   (1) 

Next, we define a threshold value, T, a multiple of the 
standard deviation of the sum of squares for each cluster. The 
threshold value can be calculated as: 

� = ���� + � ∗ �����, ��,… , ���,                   (2) 

where SD is the standard deviation function, and k is a constant 
that determines the sensitivity of anomaly detection. 

Finally, any data point whose WCSS value is above the 
threshold value T can be identified as an anomaly. This 
approach can identify anomalies in partition-based algorithms 
such as KMeans [15], allowing for more robust and 
comprehensive data analysis. The Visualization of K-Means 
clustering is provided in figure 1. 

B. Density-based clustering 

Density-based clustering is another commonly used 
clustering algorithm for anomaly detection. To detect 

anomalies using DBSCAN [16], two parameters are used: 
epsilon (ϵ) and minimum points (MinPts). Epsilon is the 
maximum distance between two data points for them to be 
considered neighbors, and MinPts is the minimum number of 
neighboring data points for a data point to be considered a core 
point. A core point is a data point with at least MinPts 
neighboring data points within a distance of ϵ. A border point 
is a data point that does not have enough neighboring data 
points to be a core point but is within a distance of ϵ from a core 
point. A noise point is a data point not a core or a border point. 

DBSCAN [16] starts by selecting a random core point and 
finding all neighboring core points within a distance of ϵ. These 
core points are then merged into a cluster. The process is 
repeated until all core points have been assigned to clusters. 
Border points are assigned to the cluster of their nearest core 
point, and noise points are not assigned to any cluster. After 
clustering the data points, anomalies can be identified as noise 
points or data points that belong to clusters with a small number 
of data points. 

The problem of density-based clustering like DBSCAN [16] 
for anomaly detection can be formulated as a binary 
classification problem, where the objective is to classify each 
data point as either an anomaly or a normal data point. 
DBSCAN [16] can be used in various applications, such as 
fraud detection, intrusion detection, and fault diagnosis. 

Let � = ��, ��, … , �� be the set of all clusters identified by 
DBSCAN [16], where k is the total number of clusters. Let S = 
{S1,S2,...,Sm} be the set of all core points in the dataset, where 
m is the total number of core points. Let B = {B1,B2,...,Bl} be 
the set of all border points in the dataset, where l is the total 
number of border points. Then, the objective function of 
DBSCAN [16] can be written as: 

C = {C1,C2,...,Ck} = {S1∪B1,S2∪B2,...,Sk ∪Bk}  (3) 

Each Ci is a cluster, defined as the union of a core point and 
its corresponding border points. The number of clusters k is 
unknown in advance and may vary depending on the data and 
the chosen values of ϵ and MinPts. DBSCAN [16] is a powerful 
tool for anomaly detection that can be used to identify clusters 
of data points with a high density of neighboring data points 
and detect anomalies with a low density of neighboring data 
points. 

C. Hierarchical-based clustering 

Hierarchical clustering is a commonly used unsupervised 
machine learning algorithm for anomaly detection. The 
problem of hierarchical clustering for anomaly detection can be 
formally defined above in II-B To detect anomalies using 
hierarchical clustering, a distance metric is used to measure the 
similarity or dissimilarity between data points. One common 
distance metric used for anomaly detection is the Mahalanobis 
distance, as defined in the problem of agglomerative 
hierarchical clustering. 
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Fig. 1. The Visualization of Comparison of K-Means Clustering and 
DBSCAN image sources: [21] 

 

Hierarchical clustering can be performed using two 
approaches: agglomerative clustering and divisive clustering. 
Agglomerative clustering starts with each data point as a 
separate cluster and iteratively merges the closest clusters until 
a stopping criterion is met. Divisive clustering starts with all 
data points in a single cluster and recursively splits it into 
smaller clusters until a stopping criterion is met. 

The similarity or dissimilarity between two clusters is 
measured using a linkage criterion, which defines the distance 
between two clusters. Different linkage criteria can be used for 
anomaly detection, such as single linkage, complete linkage, 

average linkage, and Ward’s linkage. The linkage criterion used 
can affect the structure of the resulting hierarchy and the quality 
of the clustering. 

After clustering the data points, anomalies can be identified 
as data points that do not belong to any of the clusters or belong 
to clusters with a small number of data points. The threshold for 
determining the size of a cluster can be set based on domain 
knowledge or using statistical methods such as the Elbow 
method or the Silhouette method. The objective function of 
hierarchical clustering for anomaly detection can be written as: 

���∑ ∑  ("#, "$)&',&(∈*'+'∈+    (4) 

Ci∈C xi,xj∈Ci where k is the number of clusters, Ci is the i-th 
cluster, and d(xi,xj) is the distance between data points xi and xj. 
The goal is to minimize the within-cluster dissimilarity and 
maximize the between-cluster dissimilarity. 

III. METHODOLOGY 

In this section, the methodology of the proposed study will 
be explained in detail, including the dataset used, the 
experimental setting, and the error minimization techniques 
employed. This information will provide a comprehensive 

overview of the study’s approach and help contextualize the 
results obtained from the evaluation of machine learning 
algorithms for anomaly detection. 

A. Datasets used. 

In this study, we used a dataset of running activity data 
recorded by a wearable device. The dataset includes the 
following columns: datetime, athlete, distance, duration, 
gender, age group, country, and major. The datetime column 
indicates the date and time of the running activity, while the 
athlete column identifies the individual who performed the 
activity. The distance and duration columns indicate the 

distance and duration of the running activity, respectively. The 
gender and age group columns provide demographic 
information about the athlete, while the country and major 
columns provide additional background information. The 
dataset is balanced, with a total of 10,703,690 running activities 
recorded. It also contains a subset of false activity labels, where 
individuals recorded an activity without actually making the 
running session. 

The pace(duration/distance) distribution chart helps us 
understand that the median pace is around 5:20, which is 
slightly higher than the average pace around the recreational 
runners, according to multiple studies. The analysis of the 
distance shows that the majority of running activities are within 
5-10 kilometers range. Additionally, the dataset includes data 
about top performers, who may exhibit different running 
patterns than the general population. It is worth noting that the 
duration and distance of the running activities are quite 
imbalanced, with a wide range of values recorded. Specifically, 
the dataset includes running sessions for marathons, and half-
marathons, 10 and 5 kilometres were tracked. The balanced 
nature of the dataset, the variation of distances, along with the 
presence of false activity labels and top performer data, pose 
significant challenges for anomaly detection. 

B. Definition of anomaly 

In the context of this study, an anomaly refers to a running 
activity that deviates significantly from the expected or normal 
pattern of behavior. The expected pattern of behavior is 
determined based on the characteristics of the dataset, including 
the distribution of running distances, durations, and paces. 

C. Experiment Setting 

We conducted a data analysis to determine the expected 
pattern of behavior for our dataset. Based on this analysis, we 
define an anomalous running pattern as one of the following: 

• Top performers with the smallest pace (99p): In our 
dataset, some athletes may be top performers who 
exhibit a smaller pace than the average athlete, thus their 
running distances may be different from the distances of 
average performers. These athletes may exhibit different 
running patterns, which can be identified as anomalies. 

• Low performers with an unusually large pace: Similarly, 
some athletes in the dataset may be low performers who 
exhibit an unusually large pace. These athletes may also 
exhibit different running patterns, which can be detected 
as anomalies. 

• Different activity: In addition to false activity labels, the 
dataset may also include other activities, such as hiking 
or weight lifting, which can be distinguished from 
running activities. These activities may be detected as 
anomalies in the dataset. 

D. Error minimization techniques 

In this exploration, we concentrated on conducting anomaly 
detection in cluster-based operations by employing robust ways 
to minimize errors and enhance the overall performance of our 
clustering algorithms. Two essential ways were applied to 
achieve these are feature selection and parameter tuning. 
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Feature selection aimed to identify a subset of applicable 
features, F′ ⊆ F, where F denotes the original set of features, to 
capture the beginning structure of the data and effectively 
separate between normal and anomalous cases. We employed 
various ways, like correlation analysis and collective 
information, to quantify the significance of each feature in the 
environment of anomaly discovery. 

Also, we also performed expansive parameter tuning to 
optimize the hyperparameters for each clustering algorithm 
under disquisition. Let θ denote the set of hyperparameters for 
a given algorithm and let L(θ) represent the loss function that 

quantifies the divagation between the algorithm’s 
prognostications and the true markers. Our ideal was to find the 
optimal hyperparameters θ∗ that minimize the loss function: 

 θ∗ = argminθL(θ) (5) 

IV. RESULTS AND ANALYSIS 

The main idea of the research was to compare different types 

of clustering algorithms. Precision, recall and F1 score metrics 

were used to compare the efficiency of clustering algorithms. 

Partition-based, Density-based and hierarchical clustering 

algorithms were picked for comparison. 

TABLE I. PERFORMANCE COMPARISON OF CLUSTERING 
ALGORITHMS 

Algorithm Precision Recall F1 Score 

K-Means [15] 0.98 0.053 0.1 

DBSCAN [16] 0.92 0.99 0.95 

HDBSCAN [17] 0.88 0.05 0.1 

Optics [18] 0.95 0.66 0.78 

Local Outlier Factor [19] 0.84 0.09 0.16 

Mean Shift [20] 0.96 0.05 0.09 

 
In examining the performance of various clustering 

algorithms, as presented in Table I, discernible differences in 
precision, recall, and F1 scores were identified. The K-Means 
algorithm [15], while it exhibited a high precision of 0.98, 
yielded rather low recall and F1 scores, at 0.053 and 0.1 
respectively. This suggests that while K-Means was proficient 
in accurately classifying relevant instances, it struggled with 
retrieving all relevant instances. 

DBSCAN [16], on the other hand, outperformed K-Means 
across all measures. It maintained a high precision of 0.92, and 
considerably better recall and F1 scores, at 0.99 and 0.95 
respectively. This illustrates that DBSCAN was effective not 
only in accurately classifying instances, but also in retrieving 
most of the relevant instances. While the HDBSCAN algorithm 
[17], demonstrated an average precision of 0.88, but much like 
K-Means, struggled with recall, exhibiting a low score of 0.05. 
Consequently, its F1 score was also quite low, at 0.1. 

On the other hand, the Optics algorithm [18] showed a solid 
performance, with a precision of 0.95 and a recall of 0.66. These 

results culminated in a high F1 score of 0.78. The Local Outlier 
Factor [19] algorithm, however, displayed lower precision, 
recall, and F1 scores of 0.84, 0.09, and 0.16 respectively. The 
Mean Shift algorithm [20] displayed high precision, like K-
Means, at 0.96. Yet, it suffered from a low recall of 0.05 and 
consequently a low F1 score of 0.09. 

To summarize, the DBSCAN algorithm, in this evaluation, 
outperformed all others across precision, recall, and F1 score. 

 

Fig. 2. Running Pace Percentile Chart 

Fig. 3. Running Distance Distribution 

Nevertheless, the choice of algorithm will inherently 
depend on the specific needs and constraints of the application 
at hand. the pictorial representation of the result can also be 
seen in the figure 2 and 3. 

Through an iterative process involving methods similar to 
grid hunting and Bayesian optimization, we linked the stylish 
set of hyperparameters that yielded optimal clustering results 
for each algorithm. By integrating these two methods—feature 
selection and parameter tuning—we achieved more accurate 
and dependable anomaly discovery performance across 
clustering algorithms. The methodical approach of 
incorporating these strategies allowed us to reduce errors and 
enhance the effectiveness of our chosen algorithms in the 
environment of cluster-based anomaly detection algorithms. 

V. CONCLUSION 

In this study, we proposed a cluster-based unsupervised 
anomaly detection method for identifying anomalous running 
patterns in a running activity dataset. Our method was able to 
detect anomalous running patterns, including those exhibited by 
top performers, low performers, and other types of physical 
activities. We evaluated the performance of several clustering 
and anomaly detection algorithms, including DBSCAN [16], 
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HDBSCAN [17], OPTICS [18], Mean Shift [20], Local Outlier 
Factor [19], and K-Means [15]. Our results showed that 
DBSCAN [16] exhibited the best performance in terms of the 
quality of anomaly detection. DBSCAN [16] was also 
computationally efficient for large datasets like the one used in 
our research. 

We found that HDBSCAN [17], OPTICS [18], Mean Shift 
[20], Local Outlier Factor [19], and K-Means [15] also showed 
promising results in detecting anomalous running patterns. 
However, we noted that the Local Outlier Factor [19] was 
computationally slow on our large dataset. Our study provides 
valuable insights into the detection of anomalous running 
patterns using cluster analysis. Our method can be used to 
identify not only the expected patterns of behavior but also the 
unexpected ones like incorrectly tracked activities or other 
types of activities. These insights can be used to improve 
individual and group running performance and health 
outcomes. 

However, it is important to note that our method cannot 
detect cheating activity due to the low dimensionality of the 
dataset and the limited feature selection. One option to detect 
cheating could be using telemetry data from wearable devices 
in combination with time-series anomaly detection techniques. 
Overall, our study demonstrates the potential of unsupervised 
anomaly detection methods for identifying anomalous running 
patterns in large and complex datasets. We recommend further 
investigation into the use of these methods for analyzing 
physical activity data in other contexts and the development of 
more advanced techniques for detecting cheating in running 
activity data. 

VI. FUTURE WORK 

In future research, we plan to provide a comprehensive 
systematic review of advancements in unsupervised anomaly 
detection methods for various application domains, including 
sports, healthcare, and finance. This review will aim to 
synthesize the latest findings, identify challenges, and propose 
new directions in the development and application of 
unsupervised anomaly detection techniques. We believe that 
our study and the proposed future work will help to advance the 
state-of-the-art in unsupervised anomaly detection and 
contribute to its practical applications. Additionally, we will 
investigate the potential of incorporating more advanced 
features and data sources, such as telemetry data from wearable 
devices and other sensor-based information, to improve the 
accuracy and robustness of our anomaly detection method. This 
may enable us to detect more subtle anomalies, such as cheating 
activity or early signs of injury, which could be overlooked by 
our current approach due to the limited dimensionality of the 
dataset. Furthermore, we plan to explore the application of deep 
learning techniques, such as autoencoders and variational 
autoencoders, for unsupervised anomaly detection. These 
methods have shown promise in learning complex, high-
dimensional feature representations and detecting subtle 
patterns in data, which may improve our ability to identify 
anomalous running patterns and other anomalies in physical 
activity data. 
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Abstract — This article analyzes modern methods of image 

recognition using CUDA and TensorRT hardware and 

software technologies. Method accelerating the execution of 

ready-made mathematical models of neural networks to image 

recognition implemented on the Nvidia Jetson Nano Platform. 

Proprietary mathematical neural network fast image 

recognition on the YOLOv5 model was created. It's 

transformed and optimized by CUDA and TensorRT tools. A 

performance-implemented neural network optimized and non-

optimized versions comparison make. 

Keywords — mathematical modeling, computer vision, image 

recognition 

I. INTRODUCTION  

One of the main areas of development of computer vision 
systems is systems based on specialized low-power mobile 
platforms. Using such platforms makes it possible to expand 
software systems using artificial intelligence elements and to 
improve the general characteristics of finished software and 
hardware systems. The current level of development of 
computer vision systems makes it possible to use them on 
platforms with less computing power without significant loss 
in accuracy for high-quality performance of final tasks. From 
the point of view of the software component, in order to run 
mathematical neural network models of computer vision on 
such platforms, it is necessary that the models have a high 
level of optimization to run with sufficient speed and 
accuracy.  

The mobile platform models, as a rule, have a single-
stage architecture with maximally simplified branches of 
operators in the network graph. An example of such 
detection systems can be considered the MobileNet and 
YOLO architectures. It has quietly different operating 
principles but can be used equally for pattern recognition on 
low-power platforms. Fig. 1 shows the general concept of the 
YOLOv4 architecture [8].  

The YOLO image recognition algorithm is a fast and fair 
accurate solution for working on platforms of different types, 
architectures, and power. The algorithm core version has 
been supported by Ultralytics. It offers initial pre-trained 
models for research and commercial use. The approach uses 
zoning of the images in one pass (by dividing them into 
squares and working with each one separately). The object 
per zone determination is carried out by estimating the 
distance from the center of each square to the object zone 
(the anchor superimposed on the entire image). It is how the 
selection and assessment of the best areas for finding objects 
is carried out. As of the time of research, the architecture has 
gone through 8 generations of improvements and is one of 
the main ones for object detection on mobile platforms. 

 

Fig. 1. General concept of YOLOv4 architecture [10]. 

A model based on yolov5s was used for the study.  This 
includes the following subsets of layers: 

- Backbone: CSP-DarkNet53;  
- Neck: SPFF;  
- Head: YOLOv3. 

The study of the speed of the models was carried out in 
two different modes: on the standard pre-trained yolov5s 
models and on the user model for use in the recognition 
algorithm of the mechanical manipulator model. 

II. TENSORRT SOFTWARE FRAMEWORK IS ONE OF THE MAIN 

TOOLS FOR THE ACCELERATION OF MACHINE LEARNING 

MODELS ON THE MOBILE PLATFORM NVIDIA 

TensorRT software framework is one of the main means 
for accelerating the process of executing ready-made models 
on devices manufactured by Nvidia. The tool is able to work 
with popular software frameworks for training models — 
TensorFlow, PyTorch, and MXNet. The main purpose is the 
ready-made trained model's acceleration and optimization 
on Nvidia platforms.  

TensorRT has a usage model that consists of two stages: 
- The first phase is model optimization for a certain 
platform. As a rule, it is performing locally. It consists of 
providing a model to specialized parsers for certain software 
frameworks. It performs analysis and actual optimization 
according to the recommended parameters of a specific 
platform where the current model is running. The easiest 
way is to convert the trained model into the ONNX format. 
It supports by the vast majority of modern machine-learning 
software frameworks. Then builds the model based on 
TensorRT optimization primitives. The next subsection of 
the first stage is the setting of input and output tensors for 
the model. Next, the model is building for execution on 
TensorRT primitives. In this stage, the user can control the 
maximum reduction in accuracy. It should be the result of 
the optimization and the balance between the program 
execution speed and its accuracy. The model builder for 
TendorRT supports the post-quantization of models with 
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post-calibration to reduce memory usage and increase 
execution speed. The floating point quantization to half-
precision (float16) is supported currently, as well as integer 
quantization int8, according to the framework 
documentation [2].  
- The second phase is execution on the specialized 
TensorRT engine, which supports splitting large GPUs into 
different threads and execution on all platforms. The 
additional processing tools (such as DeepStream, a tool for 
scripting and constructing models) allow the application to 
run at near real-time speeds. The manufacturer declares an 
acceleration of up to 32 times [2] compared to conventional 
motors. The main technology used by the engine to execute 
the program on graphics accelerators is the CUDA software-
hardware framework, which was used in previous studies 
[3]. Nvidia CUDA is a software-hardware platform for 
computing on GPUs. It was developed and maintained by 
Nvidia. It contains a great set of tools for performing a 
variety of general computing tasks, as well as packages for 
parallelization and solving specific tasks. It presents in the C 
programming language extension as a software form. The 
proprietary nvcc compiler uses to translate the code from 
this extension. It was created on the basis of the open 
Open64 compiler.  
The key features of CUDA: 
- The main unified solution for performing a common task 
using Nvidia graphics processors. 
- A large set of supported solutions. 
- A large set of standard libraries for numerical analysis 
(including BLAS and FFT). 
- Optimized for efficient data exchange between CPU and 
GPU. 
- Interaction with graphic API OpenGL and DirectX. 
- Possibility of low-level development. 
- Support for a wide range of operating systems. 
- High documentation and a great set of code examples for 
beginners.  

III.  NVIDIA SOFTWARE PRODUCTS USED TO TRAIN THE  

MODELS 

A. Training data and process parameters used  

To train the neural network model as the main algorithm 
for recognizing the operation of the manipulator, we used our 
own data set containing 300 images of 4 categories, which is 
training for "object" recognition. TABLE I shows the general 
characteristics of the data set. 

TABLE I.  CHARACTERISTICS OF THE TRAINING DATA SET 

# Characteristic Value 

1 
Number of unique 
images  

300 + 30 (training and validation dataset) 

2 Number of classes 4 

3 Augmentation Rotations, affine transformations, scaling 

4 Size 608х608х3RGB 

 

The choice of image size is justified by the small size of 
the input image, which increases the model speed on the 
mobile hardware platform without significant loss in 
recognition accuracy. TABLE II shows the training 
parameters. 

TABLE II.  EDUCATIONAL PARAMETERS  

# Parameter Value 

1 Backbone CSP-DarkNet53 

2 Learning strategy Transfer Learning 

3 Strategy to stop learning Step limit 

B. Use of stationary hardware resources 

For training, standard pre-trained models use on the 
ImageNet dataset from the standard models package 
provided by the Ultralytics team together with the raw code 
of the YOLO approach [5] for the Pytorch software 
framework. The validation data set photos are used for 
testing also.  

A laptop based on the seventh-generation Intel Core i5 
processor was used as a hardware platform. TABLE III 
shows the characteristics of the platform.  

TABLE III.  THE HARDWARE PLATFORM CHARACTERISTICS 

FOR TRAINING 

# Parameter Value 

1 Processor Intel Core i5 7300 HQ 2.5-3.4 GHz 

2 RAM 8 GB 

3 Storage device SSHD TOSHIBAMQ02ABD1 1 Tb 

4 Graphics processor Nvidia GTX 1050 4 GB 

5 CUDA v. 11.8.89 

6 Driver version v.520.56.06 

7 Operating System Ubuntu 18.04 

8 Number of CUDA cores 640 

 

C. Use of mobile hardware resources 

A single-board special-purpose NVidia Jetson Nano 
computer uses as a mobile hardware platform for testing. The 
choice of the platform is justified by the possible further use 
of this model type as the main algorithm for the operation of 
the mathematical model of the robot manipulator. TABLE 
IV shows the characteristics of the test platform. 

TABLE IV.  NVIDIA JETSON NANO PLATFORM CHARACTERISTICS 

# Characteristic Value 

1 
Processor Quad-core Cortex-A53 64-bit SoC @ 

1.2GHz 

2 

RAM A storage device 2GB LPDDR4 1600 MHz  SDRAM 
Kingston MicroSDHC 32Gb Class 10 

Canvas Select 
3 

Graphics processor Nvidia Maxwell architecture with 128 

NVidia CUDA Cores 
4 CUDA 10.2 
5 Operating System Ubuntu Tegra OS,  based on Ubuntu 

18.04 
6 Versions of Tensorflow, 

PyTorch 
Ver. 2.3.1 (TF), ver 1.8 (PyTorch) 

7 Python Ver. 3.8.2 Anaconda x64 
8 Number of CUDA cores 128 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

155 
 

IV. MODEL OPTIMIZATIONAND QUANTIZATION AFTER 

LEARNING 

Quantization is the finished model optimization by 
converting it to a data type. It is smaller in terms of the 
amount of memory occupied and, accordingly, in speed. 
This optimization technique makes it possible to reduce the 
amount of memory used by the model, as well as to speed 
up its execution due to the use of other ("lighter") types with 
minimal loss in terms of accuracy. 

quantized= real̸scale+zero_point                (1) 

Where: 

real – value before quantization (as a rule, training takes 
place in single-precision floating-point types); 

scale – range scaling factor; 

zero_point - the average value of the difference between the 
range maximum point and the range minimum point. 

There are two quantization techniques, depending on the 
stage at which the process is performing:  

- Post-training quantization (PTQ) is a technique that is 
performed after the model training finalization. It consists of 
the weight range of the finished model in calculating and 
compressing it to a smaller type within this range [5, 6, 9].  

 

Fig. 2. 8-bit signed integer quantization of float tensor [11]. 

To increase the accuracy of the transformation 
(especially on transformations of activation functions) the 
model is calibrated on a selected representative data set. The 
advantage of this method is its simplicity and speed. The 
disadvantage is that this technique significantly degrades the 
accuracy of the quantized model in some cases. 

- Quantization-aware training (QAT) is a technique that 
allows you to reduce the effect of reducing the accuracy of 
the model after quantization by adding quantization 
uncertainty to the total error, which optimizes during 
training. The advantage of this method is its accuracy, 
which is significantly higher than in the case of using PTQ. 
However, this accuracy achieves at the expense of the 
process.  

This study used two different software frameworks with 
model optimization capabilities. TABLE V presents the 
TFLITE capabilities in terms of quantization. 

TABLE V.  QUANTIZATION TYPES OF THE TFLITE SOFTWARE  

FRAMEWORK [4, 7] 

# Quantization types TFLITE 

Technique Benefits Hardware 

1 
Dynamic range 
quantization 

4x smaller,  
2x-3x speedup CPU 

2 
Full integer 
quantization 

4x smaller,  
3x+ speedup 

CPU, Edge TPU, 
Microcontrollers 

3 
Float16 
quantization 

2x smaller,  
GPU acceleration CPU, GPU 

 

Similarly, the TensorRT framework includes the 
TensorRT Quantization Toolkit, which enables optimization 
of various operators. Fig. 3 presents TensorRT capabilities in 
terms of quantization.  

 

Fig. 3. TensorRT Quantization Toolkit optimization software tool 11]. 

V. IMPLEMENTATION OF THE  ACCELERATION IMAGE 

RECOGNITION ON THE MOBILE PLATFORM  

NVIDIA JETSON NANO 

The NVIDIA Jetson Nano is a small, powerful computer 
that allows you to run neural networks in parallel for 
applications such as image classification, object detection. 
All this in an easy-to-use platform consumes only 5-10 watts. 
Fig. 4 presents the appearance of the NVIDIA Jetson Nano. 

 

Fig. 4. The appearance of the NVIDIA Jetson Nano. 

NVIDIA Jetson Nano equips with an interface for 
connecting a camera. Photos or videos are recorded on a 
micro SD Card. It is how images are transferred to a 
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stationary platform. The stationary platform uses for testing 
the algorithms and the training and validation set of images 
here. 

The main hardware parameters of the NVIDIA Jetson 

Nano platform are significantly lower compared to similar 

parameters of a stationary platform based on the seventh-

generation Intel Core i5 processor from the point of view of 

image recognition: 

• The number of CUDA cores is five times smaller. 

• The speed of the central processor is three times lower. 

The NVIDIA Jetson Nano platform's weight, 

dimensions, and power consumption allow it to use as a 

mobile platform. The proposed strategy makes use of a 

monocular imaging recognition system. For photography, a 

Raspberry Pi Camera ver.2.0 connects to the NVIDIA 

Jetson Nano. TABLE VI shows the camera characteristics 

for testing. 

TABLE VI.  CHARACTERISTICS OF THE RASPBERRY PI CAMERA 

VER. 2.0. 

# Parameter Value 

1 Image resolution 5MP Max  2592 x 1944 

2 Connection interface Ribbon Cable 

3 Pixel size 1.4 x 1.4 μm 

4 Lens f=3.6 mm, f/2.9 

5 Viewing angle 54° x 41° 

6 Maximum video resolution 1080p @ 30fps 

7 Maximum number of 
frames per second 

480p @ 90fps 

8 Video resolution options 1080p @ 30fps, 720p @ 60fps,  

480p @ 90fps 

9 Sensor size 3.67mm x 2.74mm (1/4" format) 

10 Dimensions of the camera 
module 

25mm x 24mm (9mm thickness) 

 

In order to implement the process of pattern recognition 
acceleration, the data set was formed by using the 
augmentation of each of the objects. Augmentation was 
carried out using rotation, affine transformations and scaling 
in 2D space of each of the objects. Fig. 5shows an example 
of one the objects augmentation. 

 

 
Fig. 5. Augmentation of one of the objects in 2D space. 

Both optimized models are launching on the Nvidia 
Jetson Nano 2 GB mobile platform. The image size for 
testing is 608х608х3RGB. Fig. 6 shows the data set object 
types. 

Each model's performance was measured on 100 
examples. The average execution speed is calculated for each 
variant. TABLE VII presents the measurement results. 

 

Fig. 6. Types of dataset objects. 

TABLE VII.  COMPARISION OF THE MODELS PRODUCTIVITY ON THE 

NVIDIA JETSON NANO PLATFORM 

# Network Number 

of para-

meters 

Optimization 

technology 
Number of 

frames per 

second 

Average 

recogni- 

tion time,  

ms 

1 YOLOv5s6 3.4 M Tflite, int8 ~10 (tflite) 100 

2 YOLOv5s6 3.4 M N/A ~3 (pt, 
CPU) 

330 

3 YOLOv5s6 3.4 M TensorRT,  
float32 

~12 (pt, 
CPU) 

83 

4 YOLOv5s6 3.4 M TensorRT, int8 ~24 42 

When testing models trained that have not been 
optimized to work with the specialized Nvidia Jetson Nano 
platform, then the results are far from real-time recognition. 

The best results were demonstrated by the optimized 
model for the data types and the Nvidia hardware platform 
— TensorRT. Photos showed an average recognition time of 
42ms. Video showed a speed of 24 frames per second. This 
can be classified roughly as near-real-time image 
recognition.   
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Abstract — For an effective and economical deployment of 

battery-powered electric vehicles, mobile phones, laptops, and 

medical gadgets, the State of Charge (SoC) of the batteries must 

be properly assessed. It permits a safe operation, have a longer 

usable battery life, and prevent malfunctions. In this context, the 

battery management systems provide diverse SoC estimation 

solutions. However, the Machine Learning (ML) based SoC 

estimation mechanisms are becoming popular because of their 

robustness and higher precision. In this study, the features set is 

prepared using the intended battery cell charge/discharge 

curves for voltage, current, and temperature. Utilizing 

statistical analysis and the shape context, the attributes are 

extracted. Following that, three credible machine learning (ML) 

algorithms—decision trees, random forests, and linear 

regression—process the set of mined attributes. The 

applicability is tested using the Panasonic Lithium-Ion (Li-Ion) 

battery cells, publicly provided by the McMaster University. 

The feature extraction and the ML based SoC prediction 

modules are implemented in MATLAB. The “correlation 

coefficient”, “mean absolute error”, and “root mean square 

error” are used to assess the prediction performance. The 

results show an outperformance of the random forest regressor 

among the intended ones by attaining the correlation coefficient 

value of 0.9988. 

Keywords — Evaluation Measure; Machine learning; MATLAB; 

Rechargeable Battery; State of Charge 

I. INTRODUCTION 

The new, efficient, environmentally friendly electricity 
sources are essential. The need to construct effective power 
systems is driven in part by the desire to preserve the 
environment and make optimal use of our resources. In order 
to improve urban air quality and lower pollution levels, bulky 
lead-acid batteries and oil-guzzling cars could be replaced 
with high energy density rechargeable batteries that could be 
used in long-life hybrid plus electric vehicles and renewable 
hybrid grids [1]. Reliable batteries are consequently required 
for off-peak electric energy storage.  

The deployment of batteries is exponentially exploding. 
They are almost used in every system such as cell phones to 
computers, medical gadgets, satellites, and renewable energy 
based power plants. Batteries are also used as backup power 
sources in emergencies. For intermittent energy sources, like 
solar and wind, is another important use [1].  

The lithium-Ion (Li-Ion) battery is the most widely used 
type of rechargeable battery, despite the existence of 
alternative types [1], [2]. Due to their alluring features, such 
as being environmentally friendly, having a large discharge 
depth, having a higher charge-discharge cycle count, having a 
higher energy density, being compact, having a significantly 
longer discharge duration, and having a lower maintenance 
cost, Li-Ion batteries are very popular [3]. Utilizing Li-ion 
batteries involves a lot of intricacy. It is necessary to inspect 
the condition of each cell in a battery pack because they might 
number in the hundreds. As a result, it requires the 
development of Battery Management Systems (BMSs) of 
considerable complexity. The event-based techniques can be 
advantageous in this situation in terms of reducing overhead 
and improving computing efficiency [4], [5].   

BMSs are used more often in contemporary power 
networks as battery-powered devices like drones, hybrid 
electric cars, and electric automobiles gain popularity [6]. 
BMSs are used in these powered systems for a variety of 
reasons, one of which is that by keeping track of each battery 
pack cell's health, they make it possible to identify power 
shortages before they become serious [7]. BMSs are useful for 
calculating important battery characteristics including the 
“State of Charge” (SoC) and “Remaining Useful Life” (RUL). 
The BMS balances the cells, looks for problems, guarantees 
safety, and regulates the charge-discharge cycles by 
estimating these parameters.  

The SoC calculates the state of charge of a battery cell in 
respect to its capacity [8]. Different scholars have devised a 
variety of methods to estimate the SoC [9], [5]. Some of the 
most popular estimation methods are fuzzy logic, particle 
filters, kalman filters, impedance spectroscopy, open circuit 
voltage, and coulomb counting. Accurate real-time SoH 
estimate is necessary for battery management systems. One of 
the main benefits of using BMSs in these powered systems is 
that they help discover power outages early on since they can 
monitor the health of each battery pack cell. Which of these 
approaches is most effective depends on how the battery 
system is used and whether a BMS is required [6], [10], [5]. 

The Artificial Intelligence (AI) based SoC estimation is 
becoming popular as compared to the counterparts [12]. It is 
due to the ever wanted features such as a higher accuracy, 
adaptability, capability to cope with dynamic conditions, 
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reduced calibration, and scalability. The Machine Learning 
(ML) based battery SoC estimation method is developed in 
this regard. In this study, the feature set is prepared using the 
considered Li-Ion battery cell parameters, such as voltage, 
current, and temperature. The decision tree, random forest, 
and linear regression ML methods are then used to process the 
mined feature set. MATLAB is used to implement the feature 
extraction and ML-based SoC prediction modules. 

The rest of the paper is organized as follow. Section II 
describes the used materials and methods. Section III presents 
and described the results and section IV finally concludes the 
paper. 

II. MATERIALS AND METHODS 

The block diagram of suggested method is shown in Fig. 1. 
 

 

Fig. 1. The block diagram of suggested method. 

A. Dataset  

The Panasonic Li-Ion battery cells dataset, made available 
to the public by the universities of Wisconsin-Madison and 
McMaster, is used to test the applicability [13]. The battery is 
subjected to a five pulse discharge tests. It is conducted 
respectively for a range of temperatures and in the following 
order 25 oC, 10 oC, 0 oC, 10o C, and 20 oC. The 
experimentation is performed at certain SoC values: 100%, 
95%, 90%, 80%, 70%..., 30%, 25%, 20%, 15%, 10%, 5%, and 
0 %. The SoC for each pulse set is approximated using the 
amp-hour data. In addition to serving as a baseline for HPPC 
testing, the aforementioned dataset is freely accessible 
through1. It has made significant contributions to the creation 
of SoC estimate methods and battery models. 

B. Feature Extraction  

The voltage, temperature, and current 
charging/discharging curves for battery cells reveal important 
details about battery life. Additionally, these data from the 
cell's charging/discharging voltage, temperature, and current 
can be collected while working separately on the cell's 
charging and discharging cycles. By tactfully exploring and 
fusing these features, the current state of the intended Li-ion 
battery cell can be determined, allowing the employed 
regression algorithms to determining their SoCs. 

In this study, the considered battery cells curves such as 
the voltage, current and temperature are derived. These 
curves are derived using their corresponding pulses and the 
discharges information, provided in the intended dataset. 
Onward, these pulses are analyzed using the shape context 
and statistical analysis for mining the pertinent SoC related 
attributes. The extracted attributes, from consecutive 

                                                           
1 https://data.mendeley.com/datasets/wykht8y7tg/1 

charge/discharge curves of voltage, current, and temperature 
are fused to form instances [14], [15]. 

C. SoC Estimation Algorithms  

Based on the literature survey three robust SoC estimation 
algorithms are considered in this study namely, the linear 
regression (LR), random forest (RF), and random tree (RT). 
The choice is made on the basis of their frequent use for the 
battery cells SoC estimation [16]. The performance of 
considered regression algorithms is evaluated by following 
the cross validation strategy. In this study the 5-fold cross 
validation (5-CV) strategy is followed while evaluating the 
performance of considered regressors. A description of 
intended regression algorithms is provided in the following. 

1) The Linear Regression (LR)  
The LR is the most straightforward ML algorithm that can 

work on complex data patterns. It was built on the premise that 
the relationship between the input and output variables under 
study is linear. Thus, this algorithm employs the statistical 
model that predicts the relationship between the variables 
based on a linear equation [17]. The Fig. 2 shows an example 
of the LR algorithm model. This work uses the least square 
linear regression algorithm. The intercept is set to true and is 
used in model calculations. It is found that for the studied case 
the best parameters setting, that provides the highest 
performance, is attained for the value of complexity parameter 
that controls the amount of shrinking equal to 0.5. 

 

 

Fig. 2. The LR model principle. 

2) The Random Tree (RT)  
One of the known supervised ML algorithms is the RT 

[18]. Its underlying idea is that by combining several weak, 
randomly produced learners, a strong learner may be created. 
It generates a large number of decision branches at various 
nodes; each terminal leaf provides a random classification of 
the data sample input; the fact that the classifications are 
random shows that each branch had an equal chance of being 
sampled. The RT collects the produced decisions and gives a 
final output with the prediction that got the majority 
votes [19]. Fig. 3 shows a schematic diagram of the RT 
algorithm. It shows that the outcome of different prediction 
branches is combined on the basis of majority voting. The 
final outcome is the one which secures the highest count of 
votes. In this work, it is found that the parameter that gives the 
highest performance is setting the depth of the tree to 15. The 
algorithm randomly selects the split based on the information 
gain criterion. For each split, the entropy of each child node is 
calculated. Onward, the entropy of the split is computed as the 
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weighted average entropy of child nodes. The splitting criteria 
used to select a split is the highest information gain splitting. 

 

 

Fig. 3. The RT algorithm’s schematic diagram. 

3) The Random Forest (RF)  
To obtain a more accurate forecast than a single random 

tree technique, the RF algorithm builds a forest of random 
trees, or multiple random decision trees at various nodes. The 
RF gathers these judgments and outputs the result with the 
highest vote decision after each tree in the RF provides a 
random classification of the data sample input [19], [20]. Fig. 
4 shows a schematic diagram of the RF algorithm. In this work, 
it is found that the parameters that give the highest performance 
are setting the number of trees to 50, each with 10 branches. 
The splitting criteria used is the interaction-curvature. The base 
learners findings are combined using the majority voting 
criterion. The outcome is the one which secures the highest 
count of votes. 

 

Fig. 4. The RF algorithm’s schematic diagram. 

D. Evaluation Measure  

The “correlation coefficient” (r), “mean absolute error” 
(MAE), “root mean squared error” (RMSE), “relative 
absolute error” (RAE), and “root relative squared error” 
(RRSE) are used to calculate the accuracy of the Li-ion cell 
SoC forecast under consideration. 

The correlation coefficient ( � ) analysis reveals the 
degree to which two series of variables are related, such as 
the actual and expected SoC. It accepts values in the range of 
-1 to 1. The perfect anti-correlated inverse link is represented 
by -1, the perfect correlated direct relationship is represented 
by 0, and the uncorrected series is represented by 0 [21]. The 

process is given by Eq. (1) [21]. Where, �������  is the actual 

SoC for the 	�
 instant, ������� is the predicted SoC, ��������������� 
and ���������������� are the mean of each one analogously, and � is 
the total number of the instants. 

� = ∑ �������������������������������� !"����� !"������������#$�%&
'∑ ��������������������������($�%& ∑ ������ !"����� !"������������#($�%&

.  (1) 

The mean absolute error (MAE) and root mean 

squared error (RMSE) are given by Eq. (2) and Eq. (3) 
respectively [22]. Where, n is the data points or response 
values. 

)*+ = ,- ∑ .������� − �������.-�0, .                 (2) 

1)�+ = 2∑ �������������� !"#($�%& - .   (3) 

The MAE determines the average error whereas the 
RMSE determines the random component of the data's 
standard deviation. As a reduced error value is produced, the 
fit is more beneficial for prediction as their values become 
closer to 0. The MAE and RMSE can both be used to compare 
the accuracy of two models if their errors are in similar units. 

The RAE and RRSE are given by Equations (4) and (5), 
respectively [22]. 

1*+ = ∑ 3������������� !"3$�%&∑ .������������������������.$�%& .         (4) 

11�+ = 2∑ �������������� !"#($�%&
∑ ��������������������������($�%& .            (5) 

The range of the RAE and RRSE is 0 to 1. When their 
values are lower, the fit is better and the forecast is more 
accurate the closer they are near 0.  They are known as relative 
mistakes since their computation divides by the �������variation. They enable model comparisons based on 

accuracy even if their mistakes are not in the same units, in 
contrast to the MAE and RMSE, which are meaningless if the 
error units are different [22]. 

 

III. RESULTS AND DISCUSSION 

The performance of devised SoC estimation method is 
studied by using the Panasonic Li-Ion battery cells dataset. 
The intended dataset is obtained while performing the five 
pulse discharge tests. Examples of voltage, current, 
temperature and power pulses of the intended battery dataset 
are shown in Fig. 5. 
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Fig. 5. Examples of pulses of voltage, current, temperature, and power of the 
intended dataset. 

 
These pulses are used to derive the curves for the battery 

cells under consideration, including voltage, current, and 
temperature. Utilizing data from the intended dataset's 
matching discharges, it is done. After that the features set is 
prepared as per the shape context and statistical analysis 
procedure, described in Section II-B. 

For an automated SoC prediction, the prepared feature set 
is processed utilizing the three reliable ML methods. The LR, 
RF, and RT machine learning algorithms were used in this 
investigation. Fig. 6 displays the performance in terms of 
correlation coefficients. Fig. 7 displays the evaluation metrics 
in terms of the MAE, RMSE, RAE, and RRSE. 

 

 
Fig. 6. The correlation coefficient values, obtained respectively with the RF, 
LR and RT regressors. 

 
Fig. 7. The MAE, RMSE, RAE, and RRSE values, obtained respectively 
with the RF, LR and RT regressors. 

 

The summary of findings is presented in Table I. 

TABLE I. PERFORMANCE EVALUATION METRICS COMPARISON 

Algo. r  MAE RMSE RAE RRSE 

RF 0.9988 0.0958 0.011004 0.5947 0.053904 

LR 0.9546 1.9256 0.22116 3.2864 0.297877 

RT 0.7983 3.9759 0.456654 6.6450 0.602293 

 
Fig. 6, Fig. 7 and Table I show that the highest SoC 

estimation precision is secured by the RF algorithms. It 
outperforms the LR and RT algorithms in all evaluation 
measures. It attains the value of correlation coefficient of 
0.9988, the MAE score of 0.0958, the RMSE score of 
0.011004, the RAE score of 0.5947, and the RRSE score of 
0.053904. The second best performer is the LR. It attains the 
value of correlation coefficient of 0.9546, the MAE score of 
1.9256, the RMSE score of 0.22116, the RAE score of 
3.2864, and the RRSE score of 0.297877. The RT achieves 
the least SoC estimation precision among the intended 
regression algorithms. It attains the value of correlation 
coefficient of 0.7983, the MAE score of 3.9759, the RMSE 
score of 0.456654, the RAE score of 6.6450, and the RRSE 
score of 0.602293.    

The RTs often overfit the training data, which means they 
tend to collect noise and subtleties that may not transfer well 
to new data. By averaging the predictions of several trees, the 
RF. This soothes out the peculiarities of each tree and 
improves generalization. 

The LR model may have significant bias or high variance. 
High variance suggests the model is extremely sensitive to 
data noise, but high bias suggests the model is too simple to 
capture underlying patterns. By providing a better bias-
variance tradeoff, the RF aids in achieving a balance between 
these two extremes. 

The RF is an ensemble regression technique which mixes 
several decision trees to produce forecasts. A random portion 
of the data is used to train each tree, and each tree then 
generates its own predictions. In contrast to a single decision 
tree or linear regression, the final prediction is a composite of 
predictions from all trees, which frequently improves 
accuracy and generalization. This is the reason of its better 
performance compared to the LR and RT algorithms. 

The integration of event-driven tools and optimization 
techniques could be beneficial in terms of real-time data 
processing by enhancing the computational effectiveness and 
precision [15], [23], [24]. This feasibility could be 
investigated in future.  

CONCLUSION  

In this work, a novel hybridization of machine learning 
and features mining methods based on Li-Ion battery 
properties is proposed for an automated prediction of the 
anticipated battery cells' state of charge (SoC). Utilizing the 
dataset for Panasonic Li-Ion cells, the applicability is 
examined. The intended dataset's voltage, current, and 
temperature values are used to construct the battery cells 
curves. Onward, the generated curves are further analyzed 
using the shape context and statistical analysis for  attributes 
mining. The mines features from considered voltage, 
temperature and current curves are fused to prepare instances. 
The random forest, linear regression and random tree are 
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three robust machine learning regressors used to process the 
mined features set for an automated prediction of the 
considered battery cells state of charges. The random forest 
outperformed the linear regression and random tree and 
attained the lowest MAE, RMSE, RAE and RRSE values of 
0.0958, 0.011004, 0.5947, and 0.053904 respectively. The 
system also secures the highest correlation coefficient value 
of 0.9988. The effectiveness of the developed method will be 
examined in the future for additional prospective datasets. 
Additionally, the viability of including additional potential 
deep learning- and machine-learning-based regression 
models will be examined. Future research will also examine 
the viability of applying the recommended technique to 
determine the capacity and health of rechargeable batteries. 
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Abstract — The arrhythmia is one of the cardiovascular 

diseases which has several types. In literature, researchers have 

presented a broad study on the strategies utilized for 

Electrocardiogram (ECG) signal investigation. Automated 

arrhythmia detection by analyzing the ECG data is reported 

using a number of intriguing techniques and discoveries. In 

order to effectively categorize arrhythmia, a novel approach 

based on the hybridization of the denoising filter, QRS complex 

segmentation, "Empirical Mode decomposition" (EMD), 

"Intrinsic Mode Functions" (IMFs) based features extraction, 

and machine learning techniques is developed in this study. To 

evaluate the categorization accuracy, the 10-fold cross 

validation (10-CV) strategy is used.  Using an arrhythmia 

dataset that is publically available for research, the performance 

of our method is evaluated. A 97% average accuracy score is 

secured by our method for the problem of 5-class arrhythmias. 

These findings are comparable or better than counterparts. 

Keywords — Arrhythmia; Electrocardiogram; Emperical 

Mode Decomposition; Features Extraction; Classification; 

Evaluation Measure; Machine Learning.  

I. INTRODUCTION 

The arrhythmias are of several categories. Mostly, the 
categorization of arrhythmias is carried out by analyzing the 
isolated sporadic heartbeats which are derived from the 
Electrocardiogram (ECG) signals. The arrhythmias mainly 
cause modification in the morphology or frequency content 
of the heartbeats and it can be recognized by cardiologists 
while analyzing the ECG graphs.  

For the case of patients with serious cardiac issues an 
uninterrupted observation is required. In traditional scenario, 
such patients should be admitted in the hospital which can 
break their rhythm of life. With the recent development of 
Internet of Medical Things (IoMT) and cloud processing 
based mobile healthcare solutions it is possible to realize 
unobstructive and continuous monitoring of the intended 
patients cardiac health. It is done by remotely collecting the 
ECG data via wireless wearables and then analyzing it by 

cloud applications [1], [2], [3]. For a precise analysis the 
multichannel ECG recordings are used. It can exponentially 
raise the volume of data. The manual analysis of such a huge 
amount of data, at the level of isolated pulses, is a 
cumbersome task and can result in erroneous diagnosis. In 
this context, computer based and artificial intelligence (AI) 
assistive automated solutions are devised [4]. 

In the aforementioned framework, the two key ECG 
treatment stages are the pre-processing and isolated heartbeat 
segmentation [5]. The procedure used in the pre-processing 
mainly condition the ECG signal and prepare it for the 
coming stages. The process of segmentation is mainly 
founded on the basis of QRS complex identification and 
selection. After pre-processing and obtaining the isolated 
heartbeats the third and fourth treatment stages are the feature 
mining and classification. The isolated heartbeats can be 
further processed in two ways. Firstly, by directly using the 
deep learning approaches, where the feature mining and 
classification are embedded as a single stage. In the second 
approach, the pertinent features are mined from the isolated 
heartbeats and onward the classification is carried out by 
processing the mined feature set. In [6]-[18], authors present 
the key existing techniques for the realization of pre-
processing, segmentation, feature extraction, and 
classification. 

In [6], the authors used Wavelet Packet Decomposition 
(WPD) for the signal denoising and analysis. Onward, 
entropy based features are mined from sub-bands and the 
Random Forest (RF) classifier is sued for categorization. In 
[7], Qaisar et al. used digital filtering for noise removal. The 
analysis is carried out using the Discrete Wavelet Transform 
(DWT). The statistical features are extracted from frequency 
content based selected sub-bands and the classification is 
done with RF. In [8], Qaisar et al. employed digital filtering 
for diminishing the noise. The analysis is performed using the 
Variational Mode Decomposition (VMD). The statistical 
features are mined form modes. The pertinent features are 
selected using the Manta Ray Foraging Optimization and the 
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selected feature set is classified using the RF. In [9], authors 
extracted morphological, time-domain and high order 
statistical features from the isolated heartbeats. The prepared 
feature set is processed with the Linear Discriminant (LD) 
classifier. In [10], authors extracted the morphological and 
statistical features from the isolated heartbeats. Additionally, 
the DWT based analysis is performed to mine the sub-band 
coefficients as extra features. The different features are fused 
and are onward processed via the Support Vector Machine 
(SVM) classifier. In [11], several aspects, including the 
“Local Binary Pattern” (LBP) analysis, DWT, “Higher Order 
Statistics”, and morphological notions are extracted from the 
isolated heartbeats. The next step is to analyses these 
attributes, and afterward the most pertinent features are 
selected using the Manta ray foraging optimization. The 
SVM classifier then processes the chosen features set. In [12], 
the deep neural network with supervised contrastive learning 
and semantic transformations directly processes the isolated 
heartbeats. In [13], a survey is presented on the computer 
based automated arrhythmia categorization methods. In [14], 
an approach is presented for binary class categorization, 
normal and abnormal, of the isolated heartbeats. The 
classification is carried out using the SVM classifier. In [15], 
the VMD is used for the isolated heartbeats analysis. The 
derived modes are processed to obtain the “Three-
dimensional” (3D) “Phase Space Reconstruction” (PSR) 
together with “Euclidean Distance” (ED) for features mining. 
The mined feature set is classified by using a deterministic 
learning approach. In [16], Qaisar has devised an efficient 
pre-processing approach for the ECG signal conditioning. It 
is based on the adaptive-rate digital fingering and is 
particularly appealing for the realization of smart solutions in 
the context of mobile healthcare. In [18], the DWT is used for 
feature mining and classification is carried out using the 
Artificial Neural Network (ANN). 

The presented literature review demonstrates the major 
techniques that may be employed for an automated detection 
of arrhythmia. In this work, a unique combination of machine 
learning, intrinsic mode functions (IMFs)-based feature 
extraction, empirical mode decomposition (EMD)-based 
analysis, and QRS selection-based segmentation is 
developed. In order to efficiently process the mined feature 
set, the effectiveness of two robust k-Nearest Neighbor (k-
NN) and Support Vector Machine (SVM) classifiers is 
compared. The MATLAB program is used to implement the 
suggested processing modules.     

The remainder of this paper is structured as follows. The 
materials and techniques employed are described in Section 
II. Section III presents and discusses the findings. Finally, 
Section IV brings this paper to a conclusion.  

II. MATERIALS AND METHODS 

Fig. 1 depicts the suggested system's processing steps. 
The subsections below provide a description of different 
modules.  

The black colour blocks present the processing stages, 
already performed on the considered dataset. The blue and 
golden colour blocks present the processing steps, proposed 
in this study.   

 

 

Fig. 1. The proposed system block diagram. 

A. Dataset 

The arrhythmia center at Boston's Beth Israel Hospital 
(BIH; currently the Beth Israel Deaconess Medical Center) 
provided the long-term ECG records that are considered in 
this article. There are 47 half-hour excerpts of two-channel, 
from the MIT-BIH arrhythmia database. Twenty-two women 
and twenty-five men, ranging in age [23, 89] years, are the 
subjects. For each channel, a digitization rate of 360 samples 
per second is chosen to properly acquire the ECG data. The 
data was bandlimited to 60 Hz prior to the digitization.  

In this study, the 5 classes of arrhythmia are considered. 
The class 1 (C1) indicates the “Right Bundle Branch Block” 
(RBBB) signals. Class 2 (C2) indicates the “Left Bundle 
Branch Block” (LBBB). Class 3 (C3) indicates “Normal 
signals” (N). Class 4 (C4) indicates the  “Atrial Premature 
Contraction” (APC). Class 5 (C5) indicates the “Premature 
Ventricular Contraction” (PVC) signals. For each class, data 
from three different subjects is collected and 400-instances 
are included per class. In this manner in total 2000-instances 
are considered for five intended classes which describes that 
it is a multi-subject and multi-class categorization problem.  

B. QRS Selection 

The QRS complex, T wave, and P wave are the three 
essential elements of a heartbeat (see Fig. 2). For the purpose 
of identifying an arrhythmia, the QRS complex is crucial [5]. 
The ECG data was subjected to an amplitude threshold, 
which enabled the online selection of QRS complexes. The 
value of threshold is set to match half of the dataset's average 
R peak amplitudes [5]. Fig. 2 illustrates how the process is 
done. It shows the magnitude comparison of the incoming 
samples with the threshold a, which is located on the leading 
edge of the R pulse. A value for a is chosen that is 50% of the 
average R peak amplitudes in the dataset under consideration. 
On the crossover, with respect to a, the ith R peak is detected 
and the ith QRS complex is segmented, 120 samples around 
the detected R-peak. It presents a QRS complex with a 
segmentation length of 300-ms. Based on statistical data on 
the lengths of the QRS complexes in the target dataset, this 
segmentation length was chosen. It demonstrates that the 
targeted dataset's QRS-complex duration is still less than or 
equal to 250-ms. The process continues and on the detection 
of next crossover, with respect to a, the (i+1)th R peak is 
detected and the (i+1)th QRS complex is segmented.  
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Fig. 2. The Concept behind QRS Selection. 

C. Emperical Mode Decomposition (EMD) 

A signal is divided up by the EMD into discrete Intrinsic 
Mode Functions (IMFs) that may be used to analyze the 
signal [10]. Each IMF acts as the basic oscillatory mode and 
has an equal number of zero crossings and extrema. Natural 
signals that are suitable for EMD based analysis are those 
which display non-stationary and non-linear attributes, such 
as the ECG. In certain cases, the EMD could leverages the 
intrinsic features of a signal in a better manner rather than the 
Fourier Transforms or Wavelet Decomposition. Moreover, 
the noise cof a signal can be diminished using the EMD and 
then eliminating the noisy IMFs. However, this process is 
based on a hypothesis that the noise and the intended signal 
are unrelated in frequency bands [16]. 

The upper envelope curve (xu(t)) and the lower envelope 
curve (xl(t)) are produced from a signal x(t), respectively, by 
merging the original signal's maxima and minima points. To 
compute G1(t), the original signal, x(t), is subtracted from the 
mean of these two envelopes, M(t) = (xu(t) + xl(t))/2 [10].  

����� = ���� − 	���.                           (1) 

This procedure is used to the extraction of the first IMF 
from G1(t) until the requirements for an IMF are met [10]. 
The first IMF signal, I1(t), is obtained if the criteria is 
satisfied. When x(t) and I1(t) are subtracted, the residue, R1(t), 
results as: 


���� = ���� − �����.              (2) 

The process may be broadly described as follows for the 
second, third, and subsequent IMFs: 


����� − ����� = 
����; � = 1,2,3,4, … … . , � .  (3) 

There are N = 6 IMFs in this study as a whole. Finally, six 
IMFs (I1(t), I2(t),..., I6(t)) and a residue signal (RN(t)) are 
acquired, leading to the following: 

���� = ∑ ��  + 
�  ����
��� .          (4) 

D. Feature Extraction 

Each QRS segment's IMFs and its characteristics are 
identified. The standard deviation of the segmented samples, 
the minimum absolute value within a segmented sample, the 
maximum absolute value within a segmented sample, the 
average of the absolute values of all segmented samples, and 
the energy of the segmented samples make up the features 
mined from the QRS segment. The characteristics that may 
be derived from the extracted IMFs are their standard 
deviations, minimum and maximum absolute values, mean 
absolute values of all intended IMFs, ratios between mean 
absolute values of all IMFs, and energies. 

 

 
 
Fig. 3. The EMD process 

 

E. Classification 

The robust machine learning-based algorithms "k-Nearest 
Neighbor" (KNN) and "Support Vector Machine" (SVM) are 
then used to process the produced feature set. These 
techniques were chosen because they were often utilized to 
categorize the ECG signals in earlier investigations. The 
performance of each classifier is assessed using a 10-fold 
cross-validation (10-CV) technique and a variety of 
assessment criteria in order to remove any potential bias in 
the findings.  

The Support Vector Machine (SVM): In contemporary 
machine learning, SVM (Support Vector Machine) is prized 
for its resilience and accuracy [19]. Its solid theoretical 
foundation allows effective operation with small training 
datasets, regardless of data dimensionality. Moreover, there 
is a rapid influx of efficient SVM training methods being 
developed to enhance its practicality.  

The SVM seeks to identify the best linear hyperplane that 
divides two classes in training data in binary classification. In 
order to categorize fresh data points according to their output 
sign, this hyperplane is essential. In SVM, it's crucial to 
maximize the margin, which measures the separation 
between the nearest data points and the hyperplane [12].  

Each data point, symbolized by a feature vector X, 
represents a singular point within the feature space, which is 
provided for classification or separation. 

� ∈ 
�.    (5) 

For this procedure, where RD is a vector space with D 
dimensions. Instead of using actual space for X, we are 
employing a comparable notion encompassing the domain, 
range, and function mapping for the data points. Additionally, 
this involves further point mapping within the intricate 
feature space X:  

Φ��� ∈ 
!.    (6) 

The feature space that results from transforming each 
input feature and mapping it to a transformed basis vector 
Φ(x) can be described as: 

Φ���: 
� → 
!.                  (7) 
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The k-Nearest Neighbor (K-NN): The K-Nearest 
Neighbors (K-NN) algorithm is a classification method that 
assigns class labels based on the k-closest neighbors, 
typically using Euclidean distance [19]. It relies on three key 
components: named items, a distance metric, and the value of 
k, which sets the number of neighbors. 

K-NN faces challenges in selecting an optimal k value, 
with a small k being sensitive to noise and a large k 
potentially causing issues with multiple centroids from 
different classes. Addressing class imbalance is another 
concern, with a basic compromise approach or a more reliable 
distance-weighted voting strategy [19]. 

Efficiently computing k-nearest neighbor distances is 
crucial for large datasets. Various methods have been 
developed to reduce computational costs, especially for low-
dimensional data, without compromising accuracy [19]. This 
often involves avoiding the need to calculate distances to all 
items in the dataset, which can be expensive, particularly for 
large datasets. 

A majority vote from the observation's neighbors is 
considered when classifying a new observation. Then, using 
a distance function (as shown in Equation 8), the observation 
is assigned to the class that is most common among its k 
closest neighbors. The observation is placed in the class of its 
nearest neighbor if k is equal to 1. 

$��, %� = ∑ ��� − %��&'
��� .                    (8) 

 

F. Cross Validation 

In our study, we use k-fold cross-validation, a statistical 
technique for assessing machine learning models. It helps 
compare and select the most suitable model for a specific 
problem. This approach offers several advantages, including 
simplicity, reduced bias in skill estimation, and ease of 
implementation It operates by splitting the initial sample into 
ten subsamples of equivalent size. While the remainder 
serves as training data, one subsample is utilized for 
validation [19]. 

G. Evaluation Measuers 

According to [19], each supervised class consists of four 
different categories. To evaluate the effectiveness of the 
classifier, a confusion matrix is used. True Positive (TP), 
False Positive (FP), False Negative (FN), and True Negative 
(TN) are derived from the confusion matrix [19]. 

In this study, we consider the following evaluation 
metrics [19]: 
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The Receiver Operator Characteristic (ROC): It is a curve 

demonstrating the relationship between the "True Positive 
Rate" (TPR) and the "False Positive Rate" (FPR). The Area 
Under the Curve (AUC): It is also called Area under the ROC 
curve, which reflects the classifier's ability to differentiate 
between classes. Higher AUC values indicate improved 
classifier performance. 

III. RESULTS AND DISCUSSION 

In this part, the classifiers' output from the research is 
displayed. To determine which categorization technique 
produces the highest level of prediction, two are evaluated. 

TABLE I. THE EVALUATION MEASURES FOR THE K-NN CLASSIFIER 

Class Acc. Pre. Rec. Spec. F1 KI AUC 

C1 0.96 0.92 0.94 0.98 0.92 0.95 1 

C2 0.91 0.83 0.74 0.96 0.78 0.88 0.96 

C3 0.92 0.82 0.86 0.95 0.84 0.90 0.98 

C4 0.90 0.75 0.81 0.93 0.78 0.86 0.95 

C5 0.95 0.88 0.87 0.97 0.88 0.93 0.98 

Avg. 0.93 0.84 0.84 0.96 0.84 0.90 0.97 

 
Every class had excellent accuracy results, with the 

lowest being C4 at 90.00% and the greatest being C1 at 
96.00%, as shown by the data in Table I. Additionally, the 
classifiers' accuracy varied from 75.0% (C4) to 92.0% (C1). 
The recall value that was attained ranged from 81.00% to 
94.00% (C1). The specificity findings are between 98.00% 
(C1) to 93.00% (C4). Additionally, C1 received the greatest 
score of 92.00% for F1, while C2 and C4 achieved the lowest 
score of 78.00%. The kappa values varied between 95.00% 
(C1) and 86.00% (C4). Lastly, the results from the AUC 
curve provides 100% for C1 and the lowest AUC value is 
95.00% for C4. To sum up all the results, the system secures 
the best performance for C1 and the lowest for C4. 

TABLE II. THE EVALUATION MEASURES FOR THE SVM CLASSIFIER 

Class Acc. Pre. Rec. Spe. F1 KI AUC 

C1 0.96 0.92 0.90 0.98 0.91 0.95 0.94 

C2 0.98 0.94 0.95 0.98 0.94 0.97 0.97 

C3 0.95 0.88 0.89 0.98 0.89 0.94 0.93 

C4 0.97 0.94 0.92 0.98 0.93 0.96 0.95 

C5 0.97 0.93 0.94 0.98 0.94 0.96 0.96 

Avg. 0.97 0.92 0.92 0.98 0.92 0.96 0.95 

 
The evaluation measures from SVM classifiers gave 

better results to that of the KNN classifier (cf. Table II). Here 
C2 provides the highest values in all the evaluation measures. 
The least accuracy value of 95.00% is achieved for (C3) and 
the least precision value of 88.00% is attained for C3. The 
recall results provides the lowest value of 89.00% for C3. The 
lowest result for specificity is 98.00% (C4). The least value 
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result from F1 is 89.00% for C3. The kappa statistics result 
provides the lowest value of 93.00% for C3. The lowest result 
from the AUC curve evaluation measure is 93.00% for C3. 
Overall, we can see that that C2 shows the most outstanding 
results in this classifier. 

The SVM secures a better performance by achieving 
5.00% superior average accuracy compared to the KNN. It 
shows that for the studied case the SVM has lesser confusion 
tendency compared to the KNN. It is mainly attained because 
of a better pruning capability of the SVM compared to the 
KNN classifier for the intended application.   

The performance of the devised solution is also 
compared with the previous concurrent approaches. A 
summary of key findings and methods is presented in 
Table III. It shows that the devised solution attains a 
comparable or superior performance.   

TABLE III. THE COMPARISON WITH PREVIOUS STUDIES 

CONCLUSION 

One of the topics with the greatest investigation is the 
identification of arrhythmias. In order to automatically 
categorize arrhythmia, a new hybrid method is developed in 
this paper. It consists a novel hybridization of the QRS 
selection, empirical mode decomposition, intrinsic mode 
functions and QRS segments based features extraction, and 
machine learning technique. The highest classification 
accuracy of 97.00% is secured for the case of support vector 
machine classifier while categorizing the five-class 
arrhythmia dataset. The attained results are promising and 
encourages the further investigation of this method while 
incorporating other robust and ensemble learning techniques. 
In the future, other potential ECG datasets will be used to 
evaluate the performance of suggested method. Deriving the 
computational complexity and latency of the suggested 
method is also a future work. Additionally performance of 
proposed method will be compared with deep learning 
techniques. 
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Abstract — The global warming has serious impact on our 

climate. Due to this, the frequency and the intensity of forest 

fires is increasing. It has shown serious challenges such as the 

protection of resources, human and wild life, health, and 

property. This study focuses on developing an artificial 

intelligence assistive innovative solution for active fire detection 

in the context of smart cities and vicinities. This paper addresses 

spectral analysis, detection and classification of active fires and 

seeing the invisible through smoke and thin clouds. The 

appealing applications are in urban surveillance, smart cities, 

future industries, forests and earth observation. The idea is 

realizable by using an intelligent hybridization of machine/deep 

learning models and using multi-sensor images (aerial, satellite). 

For this purpose, we use hyperspectral images (Visible, Near 

Infra-red (NIR) and Short-Wave Infrared (SWIR)) from 

AVIRIS aerial and Multi-Spectral Sentinel-2 satellite images. 

AVIRIS images are 224 spectral bands of wavelengths with a 

spatial resolution of 15 meters, which varies from 366nm 

(nanometers) up to 2500nm. However, AVIRIS image studied 

for their spectral richness of wavelengths not yet completely 

exploited by machine and deep learning and in SWIR to detect 

active fires. While, Sentinel-2 image has 13 spectral bands 

(Visible, NIR and SWIR) with three spatial resolutions (10, 20 

and 60 meters). First, we explain and describe the preparation 

phase of hyperspectral and multispectral image databases of 

forest fires. These databases contain hyperspectral and 

multispectral endmembers data of different sites for forest fires. 

Then, we conduct a spectral analysis from these endmembers to 

characterize the hyperspectral/multispectral reflectance of 

active fires to identify the distinct wavelengths for fire detection. 

We identify the wavelengths that can be used for an effective 

identification of fire and to see through fires smoke and thin 

clouds. Onward, the selected feature set is processed by robust 

machine/deep learning algorithms and their performance is 

compared for automated identification of fire and invisible 

vision amelioration. The proposed machine/deep learning 

method secured an overall test accuracy of 99.1%. 

Keywords — Deep learning; Machine learning; 

Classification; Semantic segmentation; Hyperspectral and Multi-

spectral image; Active fire detection; Spectral analysis; Earth 

observation; Smart urban surveillance 

I. INTRODUCTION 

In our days, forest fires have been increasing dramatically 
in fire intensity and frequency in many countries in Europe 
and Canada. Hyperspectral remote sensing systems were used 
to detect, identify and characterize forest fires [1, 2]. 
Hyperspectral systems collect spectral information of 
wavelengths where the wavelengths vary in spectral 
range from Visible (400-750 nm) to Near Infra-Red (NIR, 

750-1100 nm) and Short-Wave Infra-Red (SWIR, 1100-2500 
nm) [2, 3, 4, 5, 6, 7]. Despite being an expensive and complex 
system, hyperspectral system is robust to detect and identify 
fires [8, 9]. Indeed, it has been shown that NIR/SWIR 
hyperspectral systems between 1400nm and 2500nm are 
promising to identify forest fires based on fire index [8] 
because the spectral reflectance of active fires have distinct 
features in this range [6, 7, 8, 9]. 

Recently, machine learning methods, such as Support 
Vector Machine (SVM) [7], Artificial Neural Network (ANN) 
[10], and Random Forests [11, 12 ] were used to classify 
images (hyper-spectral [9], multispectral [10, 13, 14] and 
RGB) in order to detect and classify fires. In [7], authors used 
hyperspectral images from Hyperspectral PRISMA Italian 
satellite for fire identification in Australia forests. They 
explored classification technique based on SVM combined 
with visual interpretation of PRISMA image for validation as 
ground truth. 

Compared to machine learning models, deep learning 
models based upon convolutional neural networks (CNN) are 
proposed to classify fires in [9, 11, 15, 16]. For example, 1-
Dimensional Convolution Neural Network (1D-CNN) 
architectures were developed, trained on hyperspectral 
PRISMA images to classify wildfires [8, 9]. In [13], authors 
proposed a Fire-Net deep learning framework. Fire-Net is 
trained on Landsat-8 multispectral satellite images for the 
classification of active fires and burned areas. Specifically, 
three optical spectral bands (Red, Green and Blue) are fused 
with thermal spectral bands of Landsat-8 images for a more 
effective detection of active fires. 

The main contributions of this paper are the following 
points: (1) Discussing the advantages of hyperspectral and 
multispectral images over spectral analysis of 
Visible/NIR/SWIR spectral bands for hyperspectral active fire 
detection; (2) Presenting the potential of machine learning 
models (KNN, SVM, ANN) and deep learning models based 
on 1-Dimensional Convolution Neural Network to detect and 
classify active fires. Then the results will be compared and 
discussed. (3) Discussing the possibility and the benefit to 
integrate the hyperspectral imaging embedded systems (as 
similar as to AVIRIS and PRISMA) coupled with machine 
and deep learning models can open new research opportunities 
for fire detection in application security of urban surveillance, 
smart cities, and industrial plants.  

The rest of the paper is structured as follows. Section II 
addresses the description of the study areas, the benchmark 
datasets of AVIRIS hyperspectral and Sentinel-2 multispectral 
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image, the spectral analysis for active fire detection. In Section 
III, we will apply a supervised machine and 1D-CNN deep 
learning models for active fire classification. While in Section 
IV, the results of the proposed models are presented with a 
critical discussion. Conclusions are given in Section V. 

II. STUDY AREAS, BENCHMARK  DATASETS AND 

SPECTRAL ANALYSIS FOR ACTIVE FIRE DETECTION 

A. Areas of Interest and Datasets for Active Fire Detection 

The first datasets utilized in this paper are Airborne 
Visible/Infrared Imaging Spectrometer (AVIRIS) 
hyperspectral images. AVIRIS is an instrument in the real-
time of Earth Observation and Remote Sensing. AVIRIS 
sensor delivers calibrated images of spectral radiance in 224 
spectral bands with wavelengths from 366 to 2500 nanometers 
and a spatial resolution of 15 meters. A hyperspectral image 
can be represented by a data-cube of two spatial dimensions 
(rows and colons) and third dimension as a spectral dimension 
for the number of spectral bands. The Shortwave Infra-red 
(SWIR) range covering wavelengths from 1400 to 2500 nm, 
can include significant emitted radiance from fire. The utility 
of hyperspectral remote sensing images are evaluated for 
active fire detection [8, 9], and in particular, NIR/SWIR 
remote sensing images. We used AVIRIS data for the study 
area of the 2019 California wildfire season that burned across 
the state of California in US (Fig. 1).  

 
Fig. 1. a) RGB True color composite image from AVIRIS over parts of 
Sheridan fire in the Prescott National Forest in Arizona, USA on August 21, 
2019. This composite used the spectral bands: 647 nm (Red), 550 nm (Green) 
and 472 nm (Blue); b) color-infrared (CIR) image by dividing the spectral 
range into three bands : 859nm near infrared (NIR), 647 nm Red, and 550 nm 
Green bands; c) and d) False color composite inputting active fires monitoring 
in NIR and SWIR at : 2176 nm (red), 1561nm (green) and 956 nm (blue))  

All AVIRIS images are available free on AVIRIS Data 
Portal1. For AVIRIS hyperspectral dataset preparation and the 
purpose of the accurate evaluation of the detection 
performance of metrics, we discriminate between active fire 
pixels and non-fire pixels (smoke, burned area, vegetation, 
bare soil, and water). To do this discrimination, we select 
manually pixels with endmembers where each endmember is 
given by the mean value of spectral reflectance associated 
with each image patch of size (3×3×224) pixels. The mean 
value is calculated over all its 9 (3×3) pixels and converted 
into a vector data of size 1x224 (number of AVIRIS bands). 

                                                           
1JPL | nasa.gov: https://aviris.jpl.nasa.gov/dataportal/ 

These endmembers are the ground truth that used to train/test 
the supervised machine and deep learning models for the 
classification task in Section III. This step of manual selection 
and classification is needed to determine the ground truth 
pixels for the implementation of automatic classification 
based on machine and deep learning. We select these image 
patches of 9 pixels by exploring the false color composite (Fig. 
1c and 1d) and looking at the AVIRIS hyperspectral 
reflectance, which was comparable with the corresponding 
classes in [6, 7, 8, 9]. Specifically, Non-Fires class contains 
five subclasses: smoke, burned areas, vegetation, bare soil 
and water. To prepare the ground truth of training datasets, we 
selected 528 endmembers, which represent pixels of two 
classes: one for active fires/Fires class and the other for Non-
Fires class. These 528 endmembers are divided into the 
following number of labeled endmembers: 270 endmembers 
for active fires, 114 endmembers representing smoke, 18 
endmembers for burned areas, 27 endmembers for the bare 
soil class, 63 endmembers for vegetation, and 36 endmembers 
for water. We grouped the endmembers of smoke, bare soil, 
vegetation, burned areas and water into Non-Fires class. 
Finally, for learning phase, training/validation datasets have 
270 endmembers of active fires for Fires class and 258 
endmembers for Non-Fires class of training data (See Table 
I). Of the ground truth, we considered a five-fold cross-
validation for the training/validation datasets. Then, we 
selected 106 endmembers for test datasets which are 
completely different of training/validation datasets. Test 
datasets are divided into the following number of labeled 
endmembers: 65 endmembers for active fires, 8 endmembers 
representing smoke, 13 endmembers for burned areas, 3 
endmembers for the bare soil, 6 endmembers for vegetation, 
and 11 endmembers for water. As similar to training data, test 
datasets have 65 endmembers of active fires for Fires class 
and 41 endmembers for Non-Fires class for prediction phase. 

The second datasets utilized in this paper are Sentinel-2 
multispectral satellite image for Canada and Greece’s multiple 
wildfire in July 2023. Multispectral Imager (MSI) of Sentinel-
2 satellite delivers 13 spectral bands with three spatial 
resolution (10, 20 and 60 meters) [14, 15, 17]. These 13 
spectral bands range from the Visible (VNIR) and Near Infra-
Red (NIR) to the Short Wave Infra-Red (SWIR). Four spectral 
bands (Blue (B2), Green (B3), Red (B4), and Near-Infrared 
(B8)) have a 10-meter spatial resolution and these bands are 
centered at the following central wavelengths (in nanometers) 
respectively: 490 nm, 560 nm, 665 nm, 842 nm. Next, six 
spectral bands in VNIR and SWIR spectral rang are given as 
follows: red edge (B5, 705nm), near-infrared NIR (B6, 740 
nm; B7, 783 nm; and B8A, 865 nm), and short-wave infrared 
SWIR (B11, 1610 nm; and B12, 2190 nm) which have a 20-
meter spatial resolution. Finally, the coastal aerosol (B1, 443 
nm), water vapour band (B9, 940 nm), and cirrus (B10, 1375 
nm) spectral bands have a 60-meter spatial resolution. Where 
for the correction of atmospheric effects (e.g., aerosols, cirrus 
or water vapor), three bands B01, B09 and B10 are used. The 
remaining ten spectral bands are primarily intended to land use 
and land cover applications. All Sentinel-2 images are 
available free on Copernicus Open Access Hub2 . For the 
purpose of active fire detection, we use Sentinel-2 level-2A 
images that are atmospherically corrected surface reflectance 
in cartographic geometry. At this level, these ten spectral 
bands, which explored in this study, are B2, B3, B4, B5, B6, 
B7, B8, B8A, B11 and B12 with spatial resolution of 20-meter 

2 Copernicus Open Access Hub: https://scihub.copernicus.eu/dhus/#/home 

a) b) 

d) c) 
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where four bands B2, B3, B4 and B8A are resampled to 20-
meter spatial resolution. For the selected area of interest, we 
obtained the corresponding Sentinel-2 level2A images at the 
start day or/and 5 days after of the set fire providing reference 
data for active fires class, several days before providing 
ground truth for vegetation (of selected area of interest) as 
non-fires class, and after the set fire start date for burned 
areas as non-fires class. As similar to AVIRIS visual 
interpretation in Fig. 1, false-color images of the SWIR (bands 
B11 and B12) and NIR (band B8A) are so useful for visual fire 
detection (Fig. 2). Similar to AVIRIS datasets, for Sentinel-2 
multispectral datasets preparation, Sentinel-2 images are 
resampled and converted into image patches. Each image is 
divided into a grid of image patches of size 3×3 pixels. Since, 
ten VNIR/SWIR spectral bands are considered and the total 
number of image patches of size (3×3×10) pixels are 1652 
manually selected. Then, we select endmembers divided into 
372 Fires and 384 Non-Fires classes from these image 
patches where each endmember of 9 pixels is calculated by 
the mean multispectral reflectance associated with each image 
patch of size (3×3×10) pixels. The mean value is calculated 
over all its 9 (3×3) pixels leading to a vector data of size 1x10 
(number of VNIR/SWIR bands of Sentinel-2 images). With 
supervised machine and deep learning models, we divide the 
datasets into two parts of endmembers: (1) 288 Fires and 284 
Non-Fires classes for training/validation datasets, and (2) the 
rest for test datasets. The Sentinel-2 multispectral reflectance 
corresponding to six classes: active fire, smoke, burned areas, 
vegetation, bare soil and water are presented in Fig. 2c. 

 

Fig. 2. a) True color composite image from the Sentinel-2 over wildfires 
burning on the Greek island of Rhodes on July 23, 2023. The RGB composite 
used the bands centered at 665 nm (B4, Red), 560 nm (B3, Green) and 490 
nm (B2, Blue); b) False color composite inputting active fires monitoring in 
NIR and SWIR at wavelengths 2190 nm (band B12) (red), 1610 nm (band 
B11) (green) and 865 nm (band B8A). (c) Sentinel-2 Multi-Spectral 
Reflectance corresponding to six classes: active fire, bare soil, burned areas, 
smoke, vegetation, and water. 

 

B. Spectral Analysis of Hyperspectral and Multispectral 

Datacubes for Active Fire Detection 

In this subsection, we perform a spectral analysis of 
endmembers to characterize the hyperspectral/multispectral 
reflectance of active fire. Based on the training and test 
datasets, endmembers were selected by examining the false 
color composite (Figs. 1c and 1d) and considering the AVIRIS 
hyperspectral reflectance (see Fig. 3 and Fig. 4). We found 
spectral discrimination features with specific 
hyperspectral/multispectral bands in these NIR/SWIR 
wavelengths: from 1950nm to 2450nm; from 1511nm to 
1800nm; from 1166nm to 1332nm; and from 966nm to 
1100nm; with very good discrimination features to see 
through smoke and detect active fires in real-time 
applications. This spectral analysis shows that the spectral 
reflectance of fires obtained is similar to that in [7, 8, 9, 10] 
using PRISMA hyperspectral images. For the detection of 
active fire using hyperspectral images in industrial 
environments, we need a NIR/SWIR hyperspectral camera 
with spectral range from 1100 nm to 2500 nm. For smoke 
detection in the VNIR range, smoke can be quite easily 
detected by considering the Visible-NIR bands/wavelengths 
reported in Fig. 2c and Fig. 3. 

 

Fig. 3. AVIRIS hyperspectral reflectance corresponding to six classes: active 
fire, bare soil, burned areas, smoke, vegetation, and water. Red bracket 
number 0 and yellow bracket number 1 indicate the overlapping bands of 
VNIR-SWIR; Black brackets number 2 and 3 indicate atmospheric 
attenuation by water vapor, which can occur at 1400 nm and 1900 nm 
respectively; bracket number 4 indicates the CO2 absorption bands around 
2000 nm. 

 

 

Fig. 4. AVIRIS reflectance for Fire class endmember against the background 
(Non-Fire classes) showing CO2 absorption bands around 2000 nm and 2010 
nm (λn), and around 2050 nm and 2060 nm (λn). The locations of the 
wavelengths corresponding to the “peaks features” of active fires are indicated 
as λ1 (absorption features to the left of λn) and λ2 (absorption features to the 
right of λn), respectively. 
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III. MACHINE LEARNING (ML) AND CNN DEEP 

LEARNING (DL) MODELS FOR ACTIVE FIRE DETECTION  

In this section, we will apply a supervised machine and 
deep learning models to classify active fires using 
hyperspectral and multispectral images. For this end, we 
propose to apply three well-known supervised machine 
learning models (K-Nearest Neighbor classification (KNN), 
Support Vector Machines (SVM) and Artificial Neural 
Networks (ANN)) and convolutional deep learning models to 
classify the endmembers of the training datasets for the 
learning phase, and the test datasets for the prediction phase, 
which are described in Section II.A. We describe the proposed 
supervised machine and deep learning models for active fires 
detection. For the learning phase in this work, the stopping 
condition as 30-epochs is defined for all models. The test 
datasets were used to evaluate the trained models where 
metrics were calculated in the prediction phase. Finally, we 
test four trained models with real hyperspectral images to 
detect active fires. 

A. Machine Learning Models (ML) 

Based on the training and test datasets, imbalanced 
classification and weakly supervised learning are challenges 
for predictive classification because most supervised machine 
learning models used for classification task were designed 
around the assumption of an equal number of samples for each 
class. To take into account these limitations, we have selected 
three supervised machine-learning models: KNN, SVM and 
ANN. For each model, there are hyper-parameters to be 
optimized to determine the best fine-tuning of the 
classification model by using the training endmembers in the 
learning phase and then to evaluate its performance with the 
test endmembers in the prediction phase. To fine-tune the 
hyper-parameters of the classification model with challenges 
of imbalance class and weakly supervised learning, Hyper-
Parameter (HP) optimization methods, Bayesian and Random 
research, offer possibilities to automatically select a 
classification model with optimized fine-tuning hyper-
parameters. 

For the issue of fire classification, we therefore propose to 
apply the main three following phases: (1) in the first phase, 
PCA dimensionality reduction by feature extraction is applied 
on the training datasets; (2) in the learning phase, serval 
models of supervised machine learning as KNN, SVM and 
ANN classification models are applied with HP optimization 
methods of fine-tuning hyper-parameters to determine the best 
validation accuracy as in [3]. Five-fold cross-validation is 
considered to protect the trained models against overfitting. 
This scheme partitions the training datasets into five disjoints 
fold. Each fold is used once as a validation-fold and the others 
form a set of training-folds. That allows calculating the size of 
validation by the 20 percent of the training datasets (Table I). 

TABLE I.  AVIRIS DATASETS FOR ACTIVE FIRE DETECTION  

Endmembers 

extracted from 

AVIRIS images 

Number of 

Endmembers for Two 

classes 
Total number of 

endmembers for 

Fires Non-Fires 

Training 
endmembers 

270 258 
528 (83.3 % of 

Total 
endmembers) 

Validation 
endmembers (five-

fold cross-
validation) 

54 (20 % 
of 

training) 

52 (20 % 
of training) 

106 (16.7 % of 
Total 

endmembers) 

Endmembers 

extracted from 

AVIRIS images 

Number of 

Endmembers for Two 

classes 
Total number of 

endmembers for 

Fires Non-Fires 

Test endmembers 65 41 
106 (16.7 % of 

Totalendmembers) 

Total endmembers 335 299 634 (100%) 

For each validation-fold, the classification model is trained 
using the training-folds and the validation classification 
accuracy is assessed using the validation-fold. The average 
validation accuracy is then calculated over all the folds and is 
used to optimize the fine-tuning parameters of the 
classification model. These hyper-parameters are determined 
by an automatic hyper-parameter optimization using two 
optimization methods: Bayesian and random research. The 
final validation accuracy have a high estimation of the 
predictive accuracy of the classification model. (3) In the 
prediction phase, we test the trained models obtained during 
the learning phase to the test endmembers to determine the 
overall test accuracy of the trained classification model. Here, 
the test datasets are completely different of the training 
datasets. Based on these three phases, Table II presents the top 
ten-classification models that we tested with different 
dimensions of the feature subspace obtained by PCA (128, 96, 
and 64) and with two HP optimization methods. The first 
column of this Table II gives the name of the tested 
classification model, the second one indicates the dimension 
of the features subspace and the third column gives the name 
of the used HP optimization method. The goal of optimization 
method is to find a combination of HP values that minimizes 
an objective function, here the classification error rate. To find 
this combination, the iteration number of the used method is 
fixed to 30. The fourth column of Table II describes the 
determined optimized hyper-parameters. This column is 
divided into several cells whose number depends on the 
classification model. For each tested classification model, the 
validation accuracy computed with the training datasets and 
the test accuracy computed with the test datasets appear in the 
fifth and sixth columns, respectively. Accuracy is given as the 
percentage of endmembers (training or test) that are correctly 
classified. 

B. CNN Deep Learning Model  

In this subsection, we propose a lightweight Convolutional 
Neural Network (CNN) for classification of active fire in 
hyper/multispectral images that improves the performance of 
fire detection. The proposed deep learning model based on a 
1-Dimensional Convolution Neural Network (called 1D-
CNN) presented in Fig. 5 and trained on AVIRIS 
hyperspectral images to classify active fires. The 1D-CNN 
model includes three convolutional layers, 2 Fully Connected 
(FC) layers, and one max-pooling (Max-Pooling) layer. At the 
end of the 1D-CNN model, a softmax activation function is 
applied. This classification model is inspired by the one 
described in [8, 9]. The input of 1D-CNN model is the 
endmember (obtained in Section II.A) comprising the 
Visible/NIR/SWIR spectral bands of AVIRIS. The input layer 
of the 1D-CNN model is the 1x224 input features during the 
training/learning phase. Thus, it is a vector data of size 1xC 
where (C1=224 is the number of spectral bands for AVIRIS, 
and C2=10 for Sentinel-2). The first layer is one Dimensional 
(1D) convolutional layer (Conv1) with kernel size equal to 1, 
number of filters equal to n1=224, same padding with 
"PaddingValue" equal to "replicate", LeakyReluLayer 
(value=0.1) activation function. The second layer is 1D 
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convolutional layer (Conv2) with kernel size equal to 3, 
number of filters equal to n2=128, same padding with 
"PaddingValue" equal to "replicate", LeakyReluLayer 
(value=0.1) activation function. After these two 1D 
convolutional layers, a Max-pooling layer is connected to the 
Conv2 output with these parameters: pooling size of 2 and 
stride of 2 (with respect Fig. 5, note that n3=n2=128).The 
output of Max-pooling layer is passed to the third layer of 1D 
convolutional layer (Conv3) with kernel size equal to 3, 
number of filters equal to n2=64, same padding with 
"PaddingValue" equal to "replicate", ReluLayer activation 
function. Then, the result of third convolutional layer (Conv3) 
is passed and conncected to the first fully connected layer 
(FC1) of 32 unites with LeakyReluLayer (value=0.1) 
activation function. The last layer is fully connected layer 
(FC2) of 2 unites and softmax activation function to classify 
the output into classes. The 1D-CNN model is trained on 
single GPU using Adam optimizer. The objective function of 
the 1D-CNN model is the categorical cross-entropy loss 
function of the classification output layer. All hyper-
parameters are given in Table II. Models (KNN, SVM, ANN, 
1D-CNN) have been implemented using MATLAB R2021a 
Machine Learning and Deep Learning Toolbox.  

IV. RESULTS AND DISCUSSION 

In this section, we present the performance evaluation of 
active fire detection using the top ten machine and deep 
learning models. Metrics as confusion matrix for test datasets 
(Fig. 6) and the validation/test accuracy assessment are given 
in Table II. The whole results for the proposed models are 

summarized in Table II with the comparison of the different 
results. Experimental results, given in Fig. 6, show the test 
confusion matrix and overall test accuracy for fire 
classification with four models: (1) Model1-KNN, (2) Model 
5-SVM, (3) Model 8-ANN Bi-layered Neural Network, (4) 
Model 1D-CNN. an overall test accuracy on the test datasets 
is 99.1% for three different models (Model1-KNN, Model8-
ANN, Model 1D-CNN) and 100% for the Model5-SVM, 
while using the proposed model 1D-CNN achieves high-
accuracy to detect active fires on real AVIRIS images as 
shown as in Fig. 7. Generally, these results are higher than 
97.83% where 1D-CNN used in [8, 9] for validation datasets 
from PRISMA hyperspectral images.  

 

Fig. 5. Architecture of 1D-CNN model for active fires classification of 
AVIRIS images 

TABLE II.  PERFORMANCE EVALUATION OF ACTIVE FIRE DETECTION USING THE TOP TEN MACHINE AND DEEP LEARNING MODELS 

AVIRIS Machine / Deep 

Learning Models for Active 

Fire Classification  

Value of 

PCA  

Optimizer 

Method  
Fine-tuning / Optimized Hyper-Parameters (HP) 

Validation 

accuracy 

Test 

accuracy 

KNN - Number of 

neighbors 

Distance metric Distance weight Standardize data   

Model 1- 
KNN 

PCA 
disabled 

Bayesian 
optimization 

258 Cosine Squared inverse false 99.4% 99.1% 

Model 2-
PCA128-KNN 

128 Random 
search 

7 Minkowski 
(cubic) 

inverse false 98.5% 99.1% 

Model 3-
PCA96-KNN 

96 Random 
search 

1 Euclidean Inverse false 98.5% 99.1% 

Model 4- 
PCA64 -KNN 

64 Random 
search 

2 Correlation Equal true 98.3% 82.1% 

SVM 
(Kernel 
scale: 1) 

- Multi-class 

method 

Box  

constraint level 

Kernel  

function 

Standardize data  

Model 5- SVM PCA 
disabled 

Bayesian 
optimization 

One-vs- All 26.867 Linear true 99.8% 100.0% 

Model 6- 
PCA128-SVM 

128 Bayesian 
optimization 

One-vs-All 980.8977 Linear false 95.8% 93.3% 

Model 7- 
PCA96-SVM 

96 Bayesian 
optimization 

One-vs-All 0.0010009 Quadratic true 97.5% 83.0% 

Artificial 
Neural 

Network 
ANN 

Model 8-ANN 
Bi-layered 

Neural Network 

PCA 
disabled 

Bayesian 
optimization 

Number of 
FC layers: 2 

Activation: Relu Regularization 
strength 

(Lambda):  
5.0497e-08 

Standardize 
data: yes  

98.7% 99.1% 

First layer 
size: 10 

Second layer 
size: 10 

Third layer size: 
0 

Iteration limit: 
1000 

Model 9-
PCA128-ANN 

Tri-layered 
Neural Network 

128 Random 
search 

Number of 
FC layers: 3 

Activation: 
ReLU 

 

Regularization 
strength 

(Lambda):  0 

Standardize 
data: yes 

90.9% 83.6% 

First layer 
size: 10 

Second layer 
size: 10 

Third layer size: 
10 

Iteration limit: 
1000 

1D-CNN Model 10- 
1D-CNN 

PCA 
disabled 

Adam 
Optimizer 

Number of 
FC layers: 2; 
Convolution 
layers: three 

Number of 
Max-Pooling 

layer : one 

Activation: 
LeakyRelu/ 

ReLU; Softmax 
for output layer 

Regularization 
strength 

(l2norm):  
1.0e-4 

99.4% 99.1% 

First layer 
size: 32 

Second layer 
size: 2 

Mini Batch 
Size: 12 

Learning Rate: 
3e-4 
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The segmentation map obtained by the prediction phase of 
the four proposed model are reported in Fig. 7 for the area of 
interest over parts of Sheridan fire in the Prescott National 
Forest in Arizona, USA on August 21, 2019. We found that 
Model 5-SVM and Model 8-ANN model returned false alarms 
of active fires detection when we tested on real AVIRIS 
images, while Model 1D-CNN and Model1-KNN give best 
performance for test and real AVIRIS images.  

Fig. 6. Test confusion matrix and overall test accuracy for fire classification 
with: (1) Model1-KNN, (2) Model 5-SVM, (3) Model 8-ANN Bi-layered 
Neural Network, (4) Model 1D-CNN    

 

Fig. 7. Segmentation map results (fires in yellow color): (a) RGB AVIRIS 
aerial, and (b) False-colored images, and the results of the classification 
prediction from four proposed models: (c) Model1-KNN, (d) Model 5-SVM, 
(e) Model 8-ANN, and (f) Model 1D-CNN 

The results of this paper demonstrates the potentialities of 
hyperspectral data for active fire detection. The availability of 
hyperspectral reflectance allows analyzing the hyperspectral 
information in order to detect and identify fires in smart cities 
and urban environment. The possibility to use a VNIR/SWIR 
hyperspectral camera embedded on drone [18, 19] or robot for 
smart surveillance of fires in urban and industrial 
environments is one of the bigger advantages of hyperspectral 
images when we talking about active fire detection in early-

warning, real-time smart surveillance and to be considered for 
future mission dedicated for climate changes and 
environmental analysis of smart cities. 

CONCLUSION  

For active fire detection, this paper has shown the interest 
of spectral analysis and machine /deep learning coupled with 
VNIR/SWIR hyperspectral and multispectral images. The 
results of the proposed models demonstrate that VNIR/SWIR 
hyperspectral/multispectral images allows to perform many 
different analysis in order to classify active fires and see 
through smoke by looking at different spectral bands in 
NIR/SWIR spectral range. Then, an automatic classification 
of active fire using supervised machine and deep learning 
models based on a one-dimensional convolutional layers has 
been performed.  This paper showed also that machine and 
deep learning models coupled with VNIR/SWIR 
hyperspectral/multispectral images embedded on an industrial 
robot or Unmanned Drone is a promising solution to identify 
and detect active fires in application security of urban 
surveillance, smart cities, and industrial environments. In 
future applications, robot and drone’s VNIR/SWIR camera 
embedded may be enable us to easily identify hotspots of 
active fires. 
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Abstract — This study aims to estimate the performance of 

fetching data by different approaches. Effective access to data is 

critical for high-performance operations, and understanding 

the advantages and disadvantages of each system is pivotal for 

software engineers. The experiments conducted in this study 

indicated that the REST(REpresentational State Transfer) 

API(Application Programming Interface)[1] and ORM(Object-

Relational Mapping)  offered excellent performance, whereas 

GraphQL[2] required additional resources to achieve 

comparable efficiency. These results can help businesses choose 

the applicable system for their specific requirements. The 

study's findings contribute to the growing knowledge of 

database access optimization, enabling IT professionals to make 

informed opinions when designing and enforcing effective 

database access strategies in their systems. The study also sheds 

light on the implicit trade-offs between the different database 

access styles and emphasizes the significance of careful 

consideration of operating conditions when opting for the most 

applicable system. All approaches were implemented using the 

Golang programming language[3] and MongoDB database[4]. 

Keywords — REST API, GOLANG, ORM, GraphQL, 

database.  

I. INTRODUCTION 

One of the most critical aspects of effective program 
performance is data accessibility. Data may be accessed in a 
variety of ways thanks to modern technology. The speed of 
data access is very important in software development, since 
slow access can lead to poor performance and longer reaction 
times. 

To work effectively with a database, we must employ an 
effective data access technique. There are several ways to 
connect with data, including a database client library, the 
ORM method, REST API, and GraphQL[5]. Each of these 
strategies has advantages and disadvantages that must be 
weighed when selecting the intended outcome for a particular 
solution. 

ORM approach allows to work with the database with a 
high level of abstraction. The approach to consider is the 
REST API, which allows you to get and modify data in the 
database using HTTP requests. Also, a fairly modern 
approach, GraphQL, has lately surfaced, which provides a 
more flexible and effective way to fetch and modify data from 
the database. 

In order to ameliorate the performance of database access, 
it's important to understand how each approach works and 

what impact they have on the performance of data access. This 
affects performance and general system effectiveness. 

II. ANALYSIS OF RECENT RESEARCH AND  PUBLICATIONS 

The multitude of studies and publications on database 
access performance underscore the current relevance of 
research in this field. To comprehend their benefits and 
drawbacks, various data access methods have been the subject 
of multiple experiments and comparisons. High-performance 
application development mandates a thorough study of all 
database access methods. Various studies compare 
programming languages and database access methods while 
others focus on specific aspects of certain database access 
methods. Examining these studies is critically important for 
better understanding the advantages and disadvantages of 
different methods, and for applying them effectively in 
practical scenarios. As a result of the analysis, we can 
conclude that this work complements previous research in this 
area and opens up new opportunities for building effective 
software applications. 

III. METHODS 

We undertake a comparative performance analysis of each 
of these database access techniques in this study and assess 
their efficacy in terms of performance and resource usage. We 
carefully check each database access technique on the same 
dataset and database server setup in our study. We also 
consider aspects that might affect performance, such as the 
frequency of database queries, the number of records, the size 
of the data, and the presence of indexes. 

Object-Relational Mapping(ORM) lets us work with data 
from the database as with objects of an object-oriented 
approach. This approach overcomes the problem of 
incompatibility between object-oriented programming 
languages and relational databases by introducing an 
intermediary layer that allows you to interact with the database 
using an object-oriented approach. ORM enables software 
engineers to design objects that represent database tables and 
interact with them in a familiar object-oriented manner. This 
Object-Relational Mapping eliminates the need for 
programmers to create SQL queries and manually interface 
with databases, allowing them to focus on other critical areas 
of program development. ORM also guarantees data security 
by checking for valid data input and other database activities 
automatically.  
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The REST API and GraphQL are client-server 
communication technologies for receiving and transmitting 
data. To interact with server resources, the REST API uses 
HTTP methods such as GET, POST, PUT, and DELETE. 
GraphQL employs a single HTTP endpoint and lets the client 
request exactly the data it requires, rather than all accessible 
data, as the REST API does. The REST API frequently 
delivers full objects that may contain extraneous data. 
GraphQL, on the other hand, might be more complex to use 
and configure since you must define the query pattern and the 
sorts of data that can be requested. In general, the decision 
between REST API and GraphQL is determined by the 
project's individual demands and feature requirements. 

Golang is a popular programming language for developing 
high-performance back-end applications that is reliable and 
fast to execute. Experience shows it is a good choice for 
creating software that processed enormous volumes of data 
and interacted with databases. Furthermore, it features a clear 
syntax and built-in competitiveness support, allowing you to 
construct efficient multithreaded programs. 

IV. RESULTS 

This investigation compared four different approaches to 
database access using Golang: a database access client, the 
ORM approach, REST API, and GraphQL. The research was 
conducted on a MongoDB database with 1 500 000 records. 

Table 1 and Fig.1-3 shows the results of 4000 requests 
with 10 connections using each method.  

TABLE I.  RESULTS OF 4000 QUERIES FOR 10 CONNECTIONS 

Method of 

access 

Time of 

execution, 

min 

Processed 

requests per 

second 

Average 

response 

delay(sec) 

Database 

client 
19,93 3,24 1,04 

ORM 34,13 1,92 5,46 

REST API 24,8 2,58 3,62 

GraphQL 39,24 1,59 6,38 

 

 

Fig. 1. Duration of complete execution 

 

Fig. 2. Requests processed by the server every second 

 

Fig. 3. Average server response delay time 

Table 2 and Fig.4-6 shows the data on the execution of 12 
000 queries with 40 connections using each method. 

TABLE II.  RESULTS OF 12 000 QUERIES FOR 40 CONNECTIONS 

Method of 

access 

Time of 

execution, 

min 

Processed 

requests per 

second 

Average 

response 

delay(sec) 

Client for 

database 

access 

40,8 5,08 1,32 

ORM 105,2 1,76 12,66 

REST API 53,9 3,71 7,1 

GraphQL 116,27 1,72 13,02 

 

 

Fig. 4. Duration of complete execution 
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Fig. 5. Requests processed by the server every second 

 

Fig. 6. Average server response delay time 

In general, direct access to the database via the client's 
library was the most productive option. This approach has the 
quickest query execution time and the shortest response time. 
It is also worth noting that GraphQL can be handy when 
working with big volumes of data and different data sources. 

According to the numbers in the table, using the 
MongoDB client to access the database has the highest 
throughput, while using GraphQL has the lowest. This might 
be explained by the fact that GraphQL adds an additional layer 
of abstraction that allows the client to request only the data 
needed, however this could result in greater time spent on 
server processing requests. Simultaneously, using the 
MongoDB client provides direct access to the database and 
avoids the need for further server processing of queries, 
resulting in optimal speed. 

V. DISCUSSION 

In this research, database access performance was 
examined using various methods such as ORM, REST API, 
and GraphQL. The study focused on determining the most 
efficient approach for performance. Software developers 
working with databases can find the results useful. The results 
of this research can help them make choices of database access 
based on their application requirements. The results represent 
the use of a dataset with limited records and not high-
performance hardware. Nevertheless, the research affirmed 
the significance of selecting the proper method for database 
access to guarantee optimal application responsiveness. 
Developers can focus on REST API and ORM approaches that 
can provide the required performance when working with 
databases. GraphQL approach would be more effective with a 
huge amount of data and cloud technology. 

VI. PROSPECTS FOR FURTHER RESEARCH 

For further development of the disquisition, a relative 
analysis of database access speed in cloud technology will be 
expanded. This will provide a comprehensive understanding 
of big data processing. Moreover, various cache tools will be 
used. This can help establish which approaches are more 
effective for working with different types of databases. We 
hope that the combination of these technologies will allow us 
to achieve excellent results. 

CONCLUSIONS 

In our research study, we tested four techniques, each 
representing a different approach to accessing databases: 
direct clients, ORM approach, REST APIs, and GraphQL. 
Following a thorough assessment of the data and information 
obtained throughout the analysis, the following findings were 
reached: 

The most efficient path towards accessing a database at 
lightning speed is through implementing the database client 
technique. Its direct connection grants swift response times 
and unparalleled throughput capacities. Be warned though that 
utilizing this approach necessitates investing considerable 
effort into query construction which may turn out to be 
challenging in terms of sustainability and maintenance 
requirements. 

The ORM technique simplifies development by allowing 
you to adopt an object-oriented approach to dealing with data 
and considerably reducing the amount of code required to 
write queries. However, as compared to a database client, this 
method is slightly slower. 

The REST API makes it easier to construct client apps by 
providing a simpler and more native interface for accessing 
data. However, this method is a little slower than direct 
database access. 

GraphQL provides a more flexible and efficient interface 
for accessing data, as it allows the client to request exactly the 
data they need. At the same time, this approach requires more 
time to process queries compared to other approaches. When 
choosing GraphQL, you need to optimally configure the 
components of this solution. It is important to note that an 
increase in the number of queries to the database results in a 
decrease in response time and a reduction in the number of 
queries processed per second. However, the use of 
multiprocessing and multithreading can enhance the number 
of requests processed. 
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Abstract — The purpose of this paper is to investigate the 

effect of different kinds of augmentation on the binary text 

classification performed by different transformer models. 

Augmentations were performed in three ways: synonym 

augmentation, contextual word embeddings, and combined. For 

classification, BERT, ALBERT, DistilBERT, and RoBERTa 

transformer models were used. It has been found that when 

using context word embeddings augmentation every model 

started to overfit during the second training epoch. In the case 

of combined contextual word embeddings and synonym 

augmentations utilization, the overfitting issue was overcome, 

and models exhibited overall good performance. The best 

performance, however, was obtained when synonym 

augmentation was used: the overfitting issue was also avoided, 

and the models’ effectiveness was the highest among all 

experiments. 

Keywords — augmentation, text classification, BERT, 

ALBERT, DistilBERT, RoBERTa. 

I. INTRODUCTION 

Text classification is one of the numerous tasks being 
solved by Natural Language Processing (NLP). However, for 
classifiers to be able to process and recognize text correctly, 
data consistency is one of important aspects. In the modern 
world, there are 7,168 living languages according to 
Ethnologue [1] with 4,065 languages currently having a 
written form. Only a minor part of those languages have 
enough data to be considered high-resource. These kinds of 
languages have enough available data, which makes them 
more attractive for researchers to use in their work. On the 
other hand, the vast majority of languages are considered low-
resource [2]. Moreover, many linguists predict a major part of 
currently alive languages in the next 100 years [3]. These 
languages lack available data that can be used in machine 
learning algorithms. Because of this, a question arises of how 
to utilize these kinds of languages in machine and deep 
learning algorithms effectively. 

Different approaches were considered, like multilingual 
projection for parsing low-resource languages [4], and works 
were performed to apply machine learning techniques without 
using parallel corpora [5], or utilization of convolutional 
neural networks and word embeddings [6] and augmentation 
[7]. Augmentation allows the creation of new data based on 
already existing, but with different kinds of changes in them, 
for instance, changing words on their synonyms or using 
contextual word embeddings. At the same time, augmentation 
should be used with some caution, as on the one hand it can 
improve the model’s performance and overcome the 
overfitting issue, but on the other hand, it can introduce new 
noise to the data, which can worsen the model’s effectiveness. 
However, few researches were done to investigate the effect 
of these augmentations in connection with transformer 
models. 

II. METHODS AND MATERIALS 

As data for research the dataset [8] was utilized. This 
dataset contains movie reviews, that have been classified to 
belong into one of two classes: reviews are positive or 
negative. The dataset itself consists of two parts - labeled and 
unlabeled records, but for the experiments only the labeled 
part was utilized. To have consistent data with nearly balanced 
records from different classes, the original dataset was 
shuffled and saved for future augmentation. 

When creating datasets for experiments next approach was 
used: to every record from the original dataset augmentation 
was applied three times. Thereby after that step in the 
augmented dataset four records were stored: one from the 
original dataset and three augmented. 

In total four datasets were utilized: an original one, one 
augmented only with contextual word embeddings, one 
augmented only with synonyms, and one with combined 
augmentations. For contextual word embeddings 
augmentation ‘bert-base-uncased’ model was used. 

In this research, only word-level augmentations were 
considered. Augmentations were done with the nlpaug library 
[9]. Two augmentations methods were utilized: 

- synonym augmenter - applies semantic meaning based 
on textual input; 

- contextual word embeddings augmenter - applies 
operation to textual input based on contextual word 
embeddings. 

Augmented and original datasets were used to train four 
transformer models: BERT [10], DistilBERT [11], RoBERTa 
[12], and ALBERT [13].  

The experiments were conducted on the NVIDIA GeForce 
GTX 1080 Ti GPU. Due to limited resources, only part of the 
source dataset was utilized: 20 % or 5000 records from the 
original. All used models and tokenizers are available on the 
HuggingFace portal and are accessible by the next names: 

• bert-base-uncased; 

• distilbert-base-uncased; 

• xlm-roberta-base; 

• albert-base-v1. 

Each model was trained with each dataset in 3 epochs, 
with a static value of training and evaluation batch size of 8, 
weight decay was set to 0.01, learning rate was set to 1���, 
evaluation and save strategies were set to epoch. 

To estimate the effect of data augmentations, different 
transformer models were trained with all four datasets. 
Evaluation of models' performance was done by different 
metrics: validation and training losses, accuracy, precession, 
F1-score, and recall. 
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For batch formation, DataColator class from the 
HuggingFace portal was utilized. Trainer and 
TrainingArguments classes from the same portal were used 
for easier feature-complete training. 

III. RESULTS AND DISCUSSION. 

From Table 1 we can see the time consumed for datasets 
preparation with different augmentation. Synonym 
augmentation was the fastest to complete, and it took nearly 
40 times less time than other augmentations. The second 
fastest was augmentation with contextual word embeddings. 
This type of augmentation was done with the usage of 
‘CUDA’ for better performance. A dataset with combined 
augmentations had the longest creational time. 

TABLE I.  TIME OF DATASETS’ AUGMENTATION 

Augmentation 
Time, s.ms 

Train dataset Test dataset 

Synonym 184.01 178.00 

Contextual word 
embeddings 

7991.01 7783.80 

Combined 8313.43 8107.59 

TABLE II.  CONDUCTED EXPERIMENTS 

Experiment name Used augmentation Dataset size 

Experiment 1 No augmentation used 5000 

Experiment 2 
Contextual word embeddings 

with BERT transformer 
20000 

Experiment 3 Synonym augmentation 20000 

Experiment 4 
Combined augmentations from 

experiments 2 and 3 
20000 

 

For a clear description of obtained results, names from 
Table 2 will be used. Hence, the experiment, where the 
original dataset was utilized will be referred to as experiment 
1, experiment 2 will point to the experiment, where a dataset 
with contextual word embeddings augmentation was used, 
experiment 3 will mean the experiment, where synonyms 
augmentation was utilized and experiment 4 will refer to 
experiment with combined augmentations. 

Fig. 1 presents the results of different transformer models 
training during experiment 1. As can be seen, training losses 
are decreasing during the learning process, but simultaneously 
validation losses are increasing. It indicates that models are 
being overfitted with training data and they can’t handle new 
data in a proper way. 

This also can be seen from Fig. 2, as most evaluation 
metrics showed worse results after the third training epoch 
than after the first, even though models still had high 
performance in overall predictions capability, as can be seem 
from a quite high value of Accuracy metric. From the 
Precision metric, we can see that even after the second epoch 
models’ capability to correctly produce true positives had 
decreased, after the third epoch they had only nearly a 10% 
chance of predicting false positives. Recall shows that after 
the second epoch the possibility of correctly predicting actual 
positives rose, after the third epoch it decreased. Finally, F1-
score shows that the overall performance of the models is 
rising after three epochs. 

  
Fig. 1. Training and validation losses of training on the original dataset. 

 
Fig. 2. Evaluation metrics of transformers’ performance on the original 
dataset. 

Fig. 3 presents the results obtained during experiment 2. 
As we can see, this type of augmentation did not affect the 
overfitting issue. At the same time, transformers’ performance 
got worse from experiment 1, as values of validation losses 
increased almost twice, in comparison to results obtained 
when using the original dataset. 

  
Fig. 3. Evaluation metrics of training on dataset augmented with contextual 
word embeddings. 
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At the same time, Fig 4. shows that evaluation metrics 
also worsened. After three training epochs every transformer, 
trained during experiment 2, was showing worse results than 
transformers, from experiment 1. 

 
Fig. 4. Evaluation metrics of transformers’ performance on dataset 
augmented with contextual word embeddings. 

Fig. 5. demonstrates that transformers, that were trained 
during experiment 3, exhibit the best performance among all 
transformers, trained in other experiments. Synonym 
augmentation helped to overcome overfitting issues, as both, 
training and validation losses are decreasing dramatically 
with each learning epoch. Moreover, loss values are the 
smallest among all experiments. 

At the same time, the transformers’ performance has also 
increased for every model, as it is presented in Fig. 6. As we 
can see, the value of every evaluation metric after the third 
training epoch is more or equal to 0.995 for every model, 
which indicates on major growth compared to other 
experiments. For experiment 3 an additional training epoch 
can be considered for all transformers, except the ALBERT. 
ALBERT showed nearly perfect results after three epochs. 

 Fig. 5. Training and validation losses of training on the dataset, augmented 
with synonyms. 

As shown in Fig 7. models, trained during experiment 4 
were able to solve the overfitting issue. Both training and 
validation losses were decreasing, with values of losses being 
greater than the results of models from experiment 3. At the 
same time, these models showed better performance than 
models from experiment 1, but worse than models, from 
experiment 3, as can be seen in Fig. 8. 

 

 Fig. 6. Training and validation losses of transformers’ performance on the 
dataset, augmented with synonyms. 

 
Fig. 7. Training and validation losses of training on the dataset, augmented 
with combined augmentations. 

 
Fig. 8. Training and validation losses of transformers’ performance on the 
dataset, augmented with combined augmentations. 
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CONCLUSION 

This research paper investigates the effect of word-level 
augmentation on the performance of different transformer 
models: BERT, RoBERTa, ALBERT, and DistilBERT. It 
was found that transformers trained on data augmented only 
with synonyms augmentation exhibit the best performance 
among all the models from experiments with other 
augmented datasets. At the same time, synonym 
augmenatation alowed the models to solve the overfitting 
issue. Models, trained on contextual word embeddings 
augmented dataset showed the worst effectiveness. Models, 
trained on a combined augmentation dataset, were able to 
overcome the overfitting issue and show better results, than 
models trained on the original dataset. In future research, 
augmentations performed by Large Language Models can be 
investigated thoroughly to estimate their effectiveness and 
limitations. 
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Abstract — The article examines the efficiency of spherical 

video usage for road traffic rule learning and driving skill 

acquisition in comparison to conventional driving instruction 

methods. Additionally, it outlines the creation of a virtual 

educational simulator designed for road traffic rule 

comprehension and enhancement of driving abilities. The 

outcomes of this investigation hold significance for road safety 

and the design of driver education programs. A novel teaching 

model employing spherical video streaming for road traffic rule 

understanding has been devised. The research was provided in 

the scope of Erasmus+ Jean Monnet «Augmented Reality for 

Education: implementation of European experience» project. 
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I. INTRODUCTION 

Over the past few years, the use of virtual and augmented 
reality in education and other fields has become an 
increasingly widespread phenomenon [1, 2, 3]. The utilization 
of virtual and augmented reality in the learning process creates 
an open and dynamic experience that engages students and 
enhances their interest in learning and acquiring new 
knowledge. Simultaneously, this approach allows learning 
without the need for specialized equipment and materials, 
making education more accessible by enabling educational 
institutions to effectively utilize resources and reduce training 
costs. 

In this study, the effectiveness of using spherical videos 
for teaching road traffic rules and driving skills is examined, 
compared to traditional driving instruction methods. 
Additionally, the implementation of a virtual educational 
simulator for learning road traffic rules and improving driving 
skills is described. The results of this research are of 
significant importance for road safety and the design of driver 
education programs. The obtained results make it possible to 
affirm that the developed model works correctly and 
efficiently for acquiring driving skills. A learning model using 
spherical video streaming has been developed for the study of 
road traffic rules. 

II. ANALYSIS OF SCIENTIFIC RESEARCH 

Scientific research on the use of spherical video for 
teaching road traffic rules and acquiring driving skills has 
garnered attention in recent years [4]. Some studies have 
found that spherical video provides a more immersive 
experience for learners, allowing them to better understand 
and retain information [5, 6]. This approach can also simulate 
real-world scenarios and aid in developing driving skills 
within a controlled and safe environment. However, certain 

studies also point out technical challenges associated with 
using spherical video, such as the need for specialized 
equipment and high-quality cameras, which can increase the 
cost of organizing the educational process. Furthermore, the 
lack of standardized rules and recommendations for the use of 
spherical video in car driving instruction can also impact the 
effectiveness of learning [7]. 

III. DEVELOPMENT OF A VIRTUAL SIMULATOR FOR STUDYING 

ROAD TRAFFIC RULES 

The use of a virtual simulator during the study of road 
traffic rules offers several significant advantages at the initial 
stages of learning compared to the traditional practice of 
driving a real vehicle. The virtual simulator allows 
experiencing realistic road conditions through spherical 
videos, ensuring safety during learning without requiring 
physical presence on the road. The video playback and 
explanations of depicted road situations enable students to 
practice in conditions closely resembling real ones and can 
potentially reduce the number of errors that may occur while 
driving an actual vehicle, stemming from nervousness 
associated with the responsibility of driving in real conditions. 

Examples of road situations for practice in the developed 
virtual simulator for teaching road traffic rules include 
scenarios such as making a U-turn at an intersection, exiting a 
parking lot, stopping on the road, crossing a railway crossing, 
driving through an intersection on a green traffic light, and 
passing through a pedestrian crossing. 

To enhance the effectiveness of the educational process, 
mechanisms have been implemented in which virtual 
elements in the form of prompts containing information about 
road traffic rules are superimposed at specified locations on 
the spherical video. These prompts provide information about 
the rules of the road applicable in the depicted road situations. 
When these prompts are displayed, the playback of the video 
stream is paused to allow the user to familiarize themselves 
with the provided information and process it more effectively. 

The algorithm of operation for the virtual driving skills 
simulator and road traffic rules learning is depicted in 
Figure 1. In general, the provided algorithm consists of the 
next steps: 

1) Loading of spherical video 

2) Testing or sudy mode selection 

3) Playing spherical video  

4) Displaying a questions for knowladge assesment 

5) Processing and displaying of testing results 

6) Suggestion to train using another spherical viseos 
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Fig. 1. The algorithm of operation for the virtual driving skills simulator 
and road traffic rules learning 

User can select one of two modes on the start of simulator 
work: study or testing mode. In study mode user will see the 
playing spherical video stream which can be used for studying 
of right driver actions in different driving situations. In testing 
mode, the video stream will be stopped in some periods of 
time and user will see the questions related to current driving 
situation with four options of answers. After the selection of 
answer, the user will see the right answer and video stream 
will be continue played. At the end of lesson user will see the 
total results of right and wrong answers with total score.  

IV. IMPLEMENTATION OF THE VIRTUAL SIMULATOR 

The software implementation of the developed virtual 
simulator based on a client-server architecture [8, 3], which 
allows for the distribution of data processing capabilities 
between the server and the client (web browser). This 
architecture also enables scalability of the software. 

The client-side is implemented as a web application to 
provide the user interface of the simulator and integrate with 
virtual reality equipment for playing the spherical video 
stream. The web application is developed using HTML 
markup language, cascading style sheets (CSS), and 
JavaScript libraries.  

For video content streams virtual simulator can use 
spherical video created by any type of 360 VR video camera 
with support at least 6K resolution which is minimal quality 
level to provide real-world visualization without textures 
deformations [10]. Current system realization uses videos 
recorded by GoPro Max camera.  

For implementing the client-side of the virtual simulator, 
the A-frame library [11] has been chosen. This library is 
distributed under a permissive license and has a large user 
base. A-frame offers high-performance capabilities for 
visualizing 3D scenes and objects, allowing the creation of 
realistic virtual environments. 

The server-side of the virtual simulator is developed using 
the NodeJS technology [12]. It is responsible for user 
registration and authentication, storing and streaming the 
spherical video, managing the user testing logic, and analysing 
testing results. 

When using the virtual simulator, the sense of presence is 
achieved by allowing users to view a 360-degree video stream 
around them, as if they are truly inside the car. This feeling of 
presence encourages more active learning since users feel 
responsible for decision-making. The sense of presence is 
created by displaying the spherical image as the user turns 
their head with a virtual reality headset on. For current 
research Oculus Quest 2 headset was used. A unique aspect of 
reproducing spherical video content is that the change in 
camera angle corresponds to the position of the virtual reality 
headset at the beginning of the video playback. To create the 
feeling of presence, this initial camera angle needs to change 
according to the car's turning angle in the video. 

To store the camera rotation data at each specific moment 
in the video and the data for questions and answer choices that 
need to be displayed at defined times in the video, a 
multidimensional time series data structure is used. Each 
timestamped entry contains information about the car's 
rotation coordinates at that time or the display coordinates and 
content of the question block (question text, answer choices, 
and the correct answer). 
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The camera's display angle (visualizationAngle) is 
represented as the sum of the car's rotation angle stored in the 
database for a specified video stream interval and the current 
rotation angle of the virtual reality headset: 

 visualizatwionAngle=currentAngle+ userAngle (1) 

where currentAngle represents the car's rotation angle for 
the current time of video stream display, and userAngle is the 
current rotation angle of the virtual reality headset. 

To prevent excessive data storage in the database, 
timestamps and their corresponding car rotation angles are 
stored for time intervals of varying duration, depending on the 
activity of the car's rotation change (smaller angle changes 
result in longer intervals between timestamps). To ensure 
smooth camera rotation display during time periods between 
database entries, an interpolation method is applied to 
calculate the camera rotation angle for each second of video 
stream display. 

The first step of interpolation involves searching the 
database for two adjacent records of car rotation angles 
(angle1, angle2) with timestamps (time1, time2) between which 
the current time of video stream display (currentTime) falls. 
The next step is to calculate the duration of the time interval 
used for interpolation (timeDiff), as well as the change in the 
car's rotation angle during this time interval (angleDiff): 

 timeDiff = time1 - time2 (2) 

 angleDiff = angle1 - angle2 (3) 

Next, we calculate the angle change step for each second 
within the selected time interval (angleStep): 

 angleStep = angleDiff / timeDiff (4) 

The current time of displaying video content within the 
interpolation interval (interpolationTime) is calculated as the 
difference between the current time of video content display 
(currentTime) and the timestamp value marking the beginning 
of the interpolation interval (time1): 

 interpolationTime = currentTime - time1 (5) 

The interpolated value of the car's rotation angle at the 
current time of video content display (currentAngle) is 
calculated using the following formula: 

currentAngle = angle1 + interpolationTime * angleStep (6) 

The obtained interpolated value of the car's rotation angle 
is used to calculate the camera's display rotation angle 
(Formula 1). 

V. FEATURES OF USER INTERFACE DEVELOPMENT 

The interface of the developed virtual simulator is depicted 
in Figures 2-8. 

After the successful sign in process user is redirected to the 
page with available driving lessons. When a user selects one 
of the lessons the driving lesson page will be opened (Fig. 2.). 

 

 

 
Fig. 2. The screen displays the available driving lessons. 

To start training, user need to click the “Start” button. 
After that the lesson begins.  

 

 

Fig. 3. The screen displays the lesson start screen. 

By default, the spherical video stream is visualised in PC 
screen mode, but users have a possibility to switch into the VR 
mode and use one of the available VR devices, for example 
VR headset. Switch into VR mode produced by clicking on 
“VR” button in the bottom right corner of the screen of PC 
screen mode.  

 

 

Fig. 4. The screen displays the driving lesson in VR mode. 

During the lesson, in defined periods of time the user will 
see the questions related to the current driving situation with 
options of answers which the user can select. Each video 
lesson contains 15 questions related to road situations 
visualized during the lesson. Average lesson duration is 8-10 
minutes. Video stream is paused during the question 
displaying.   

 

 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

184 
 

 

 
Fig. 5. The screen displays the question related to driving situation. 

The selected answer will be highlighted by blue colour.  

 

 
Fig. 6. The screen displays the highlight of user selected question. 

After the 3 seconds after the user select answer, the right 
option will be highlighted by green colour. If the user selects 
the wrong answer - it will be highlighted by red colour. 

 

 

Fig. 7. The screen displays the wrong user selection and right answer.  

At the end of the lesson the total result of testing is shown. 

 
Fig. 8. The screen displays the obtained user test results. 

Based on the results of conducting training and testing of 
students at the university department, the developed virtual 
simulator proves to be an effective tool for learning road 
traffic rules. After each next training session students gives 
fewer wrong answers in training mode.   

CONCLUSION 

The developed simulator allows users to practice road 
traffic rules in realistic situations using spherical video. With 
the help of pop-up hints in specific scenarios, users can choose 
appropriate actions and receive evaluations of their 
correctness. The research findings indicate a high level of 
effectiveness of the simulator in enhancing users' knowledge 
of road traffic rules. 

The integration of spherical videos within VR driving 
simulations has demonstrated immense potential in 
revolutionizing driver training, research, and entertainment. 
By providing a truly immersive experience that closely 
mimics real-world driving scenarios, this technology offers a 
safe and controlled environment for drivers to enhance their 
skills, learn new techniques, and adapt to various challenging 
situations. 

However, challenges remain in optimizing visual quality, 
reducing motion sickness, and refining the overall user 
experience. Continued collaboration between VR developers, 
content creators, and driving experts will be essential to 
address these hurdles and unlock the full potential of this 
technology. Additionally, as VR driving simulators become 
more accessible, considerations of their broader applications, 
such as autonomous vehicle testing and traffic behavior 
analysis, come to the forefront. 

In summary, the development of VR driving simulators 
using spherical videos marks a significant stride forward in 
modernizing driver training and research. As technology 
continues to advance and our understanding of human-
machine interaction deepens, we anticipate a future where VR 
driving simulators play an integral role in shaping safer, more 
skilled, and better-prepared drivers. 
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Abstract — This science paper presents a comparative 

analysis of the performance of a location tracking application 

developed by our team using the ASP.NET framework. The 

study focuses on evaluating the application's performance based 

on different databases utilized for storing and retrieving 

location coordinates from multiple resources. The databases 

examined in this research include MySQL, MSSQL, 

PostgreSQL, Redis and MongoDB, representing a mix of 

relational and non-relational databases. 

The primary objective of this investigation is to offer 

guidance to startups faced with the decision of selecting an 

optimal database solution for tracking tasks within their 

projects. Given the resource limitations typically encountered 

by IT startups, maximizing database performance in terms of 

storing and managing data is of paramount importance. 

Throughout the study, various performance metrics were 

measured and compared for each database option. By 

thoroughly assessing the performance of the application under 

different database, we aim to provide valuable insights into 

which database type would be most suitable for specific tracking 

tasks in startup projects. 

The results of this analysis shed light on the strengths and 

weaknesses of each database, highlighting the potential trade-

offs that startups might encounter when choosing a particular 

database for their tracking applications. Ultimately, the findings 

presented in this article aim to empower startups in making 

informed decisions that align with their specific project 

requirements, ensuring they can leverage the maximum 

performance from their selected database while efficiently 

managing stored data. 

Keywords — databases, throughput, tracking, MsSQL, 

PostgreSQL, MySQL, Redis, MongoDB 

I. INTRODUCTION 

In today's rapidly evolving world, the task of location 
tracking has emerged as a critical and ubiquitous requirement 
across numerous domains, including logistics, agriculture, and 
military operations [1]. The ability to efficiently receive and 
store location coordinates from multiple resources has become 
paramount in optimizing processes, enhancing security, and 
making well-informed decisions. As a result, the demand for 

reliable and high-performance tracking solutions has grown 
exponentially. 

In the realm of Information Technology, startups are 
continually seeking innovative and robust technologies to 
build their applications [2-3]. Open-source solutions [4-7], 
with their flexibility and cost-effectiveness, have become 
increasingly popular among these burgeoning ventures. 
However, with a plethora of options available, selecting the 
most suitable technology stack, particularly for data storage, 
can be a daunting challenge. 

Among the various data storage solutions, databases [8-
11] stand out as one of the most vividly employed 
technologies for managing tracking data. Whether it involves 
tracking the movement of goods in logistics, monitoring crop 
growth in agriculture, or ensuring the security of military 
assets, databases play a crucial role in efficiently capturing, 
organizing, and retrieving location information. 

This science paper delves into a comparative analysis of 
the performance of a location tracking application that our 
team developed using the ASP.NET framework [4]. The study 
focuses on evaluating the application's performance based on 
different databases [10-13] employed to store and retrieve 
location coordinates. Our goal is to provide startups with 
valuable insights into the optimal database solution for their 
tracking tasks, considering the relevance of tracking in diverse 
industries and the compelling need for open-source, robust 
technologies in the IT startup landscape. Similar research was 
done by [14] but for application developed using java and 
doesn’t cover Redis database. 

Throughout this article, we will explore and assess the 
efficiency of various databases, ranging from traditional 
relational databases like MySQL and MSSQL, PostgreSQL to 
modern non-relational databases like MongoDB and Redis [9-
11]. By investigating the performance of application, we seek 
to offer practical advice to startups, enabling them to make 
informed decisions about the most appropriate database 
solution to maximize performance and effectively manage 
their valuable tracking data. 
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In the subsequent sections, we will delve into the research 
methodology, present the database comparison results, and 
discuss the implications of our findings on the choice of the 
most suitable database for tracking tasks in startup projects 
that deices to build their application using .NET. By 
addressing this critical aspect of application development, we 
aim to contribute to the growth and success of startups in 
diverse industries, facilitating their ability to harness the full 
potential of location tracking technology. 

II. EXPERIMENTS AND RESULTS 

A. Tracking application, and performance measurements 

In the pursuit of a robust and efficient tracking solution for 
various resources, our team embarked on the development of 
a cutting-edge location tracking application utilizing the 
powerful ASP.NET framework [5-6]. The application was 
designed to handle HTTP requests, with a primary focus on 
efficiently receiving and storing location coordinates for 
resources in real-time. With seamless integration of the HTTP 
PUT method, the application allowed for the addition of new 
coordinates as they were received, forming a continuous 
sequence of resource locations. The ingenious simplicity of 
this approach ensured that no data points were missed, 
providing a comprehensive and accurate track of each 
resource's movement. 

One of the core functionalities of our application lies in its 
ability to cater to distinct HTTP GET requests. First, we 
implemented a request that fetched the latest coordinate of a 
resource from different databases (last position). Despite the 
absence of explicit indexes, the .NET framework's inherent 
efficiency ensured swift retrieval of the most recent data, 
facilitating real-time monitoring of resource locations. 
Additionally, we incorporated another GET request tailored to 
retrieve the complete track of a resource. Leveraging the 
ASP.NET framework's exceptional database handling 
capabilities, this feature enabled users to obtain a 
comprehensive history of a resource's movement with ease. 

Choice of ASP.NET for IT Startup: In the dynamic 
landscape of IT startups, the decision to build our tracking 
application on the .NET framework was not taken lightly[5]. 
We recognized that the success of a startup hinges on several 
key factors, including rapid development, cost-effectiveness, 
and scalability. The ASP.NET framework emerged as an ideal 
solution that perfectly aligned with these startup-centric 
prerequisites. Its extensive libraries, pre-built components, 
and developer-friendly environment significantly accelerated 
our application development process [6]. 

Furthermore, the inherent compatibility of .NET with 
various operating systems and web servers ensured a seamless 
deployment experience [4]. With ASP.NET's open-source 
nature and active community support, we could harness its 
flexibility and optimize our tracking application to meet the 
specific requirements of diverse industries. This pivotal 
choice of the ASP.NET framework has laid a solid foundation 
for posible startup, empowering us to focus on delivering an 
exceptional tracking solution while keeping overhead costs at 
a minimum. 

In summary, our location tracking application developed 
on the ASP.NET framework [5] stands as a testament to its 
prowess in the context of IT startups. Its unmatched ability to 
handle HTTP requests, store location data efficiently, and 

provide real-time tracking capabilities has positioned our 
solution at the forefront of the tracking industry.  

To ensure the robustness and efficiency of our location 
tracking application, we leveraged the powerful capabilities of 
Apache Jmeter [7], a renowned open-source performance 
testing tool. With its versatility and user-friendly interface, 
Apache JMeter became an indispensable asset in our 
development process. 

1. Request Generation with Apache JMeter 

Apache Jmeter [7] played a pivotal role in generating a 
wide array of HTTP PUT and GET requests to thoroughly 
evaluate the capabilities of our tracking application. 
Leveraging JMeter's intuitive interface, we crafted custom 
scenarios and simulated real-world usage patterns to 
comprehensively test the application's performance under 
varying loads. 

For HTTP PUT requests, we simulated the influx of new 
location coordinates from multiple resources by configuring 
JMeter to generate a stream of data points. This allowed us to 
observe how our application efficiently processed incoming 
data in real-time and maintained a seamless sequence of 
resource locations. By executing these extensive tests, we 
ensured that no data points were missed or mishandled, 
guaranteeing the accuracy and reliability of the tracking 
system. 

Similarly, for HTTP GET requests, we utilized Apache 
JMeter to simulate diverse scenarios. The first type of GET 
request focused on retrieving the latest coordinate of a 
resource from different databases. By subjecting our 
application to varying levels of data load, we gauged its 
responsiveness in swiftly retrieving the most recent location 
data. This aspect was particularly crucial in enabling real-time 
monitoring of resources, ensuring that stakeholders could 
access up-to-date information promptly. 

The second type of GET request involved retrieving the 
complete track of a resource. Through JMeter's capabilities, 
we emulated scenarios where users accessed historical data, 
and the application had to fetch and present extensive tracks. 
This exercise provided essential insights into the application's 
ability to handle large data sets efficiently, facilitating 
seamless access to resource movement history. 

All tests were performed on local machine with 8 GB 
RAM, Intel Core i5 processor, operation system: Ubuntu 
Linux 18.01. 

2. Measuring Application Performance with Apache 
JMeter 

In addition to request generation, Apache JMeter served as 
a comprehensive performance measurement tool. We 
meticulously designed performance test plans, replicating 
diverse usage scenarios and load conditions. Through JMeter's 
extensive reporting and analysis features, we gathered 
throughput as a main metrics for our experiments. 

By simulating various levels of concurrent users and 
resource tracking activities, we stress-tested our application to 
assess its scalability and responsiveness under heavy loads.  

The insights gleaned from Apache JMeter's performance 
testing enabled us to fine-tune our application and enhance its 
overall efficiency, ensuring that it could handle a multitude of 
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tracking requests without compromising on speed and 
accuracy. 

Experimental Approach: Evaluating Application 
Bandwidth under Gradual Data Loading 

In this study, we aimed to comprehensively assess the 
bandwidth of our location tracking application in response to 
varying data loads. The experiment focused on measuring the 
number of successfully processed HTTP GET requests within 
a one-second interval, representing the application's 
throughput under different data influx scenarios. The key 
novelty of our approach lay in the deliberate omission of 
special indexes in the database, allowing us to gauge the 
inherent efficiency of the application in managing tracking 
data without additional indexing support.  

Gradual Data Loading: Simulating Real-World 
Scenarios 

To replicate real-world usage patterns, we systematically 
increased the volume of data in the database using a series of 
HTTP PUT requests. With each PUT request, new location 
coordinates were seamlessly added to the system, mimicking 
the continuous inflow of data observed in real-time tracking 
scenarios. This incremental approach enabled us to examine 
the application's bandwidth across varying levels of data load, 
shedding light on its ability to handle progressively increasing 
data volumes. 

An Emphasis on Database Efficiency: Absence of 
Special Indexes 

A critical aspect of our experimental design was the 
deliberate choice not to create any special indexes in the 
database. This approach would minimize costs spend on 
manage database which is crucial for IT startup. Also we 
sought to isolate and evaluate the raw performance of the 
application without relying on additional indexing 
mechanisms. This allowed us to focus solely on the database 
handling capabilities inherent to the application's architecture. 
The absence of special indexes ensured that the results directly 
reflected the application's intrinsic efficiency in processing 
HTTP GET requests. 

Consistency and Reliability: A Standardized Test 
Environment 

To ensure the reliability and validity of our findings, all 
experiments were conducted on the same personal computer 
with consistent resource allocation. This standardized test 
environment minimized potential variations and confounding 
factors that could influence the results. By performing the 
experiment under controlled conditions, we aimed to provide 
a robust basis for qualitative analysis, enabling a nuanced 
understanding of the application's bandwidth in response to 
increasing data loads. 

B. Relation databases 

We conducted experiments to evaluate the performance of 
our application with three commonly utilized relational 
databases: MySQL 8.0.11, PostgresSQL 13.2, and MSSQL 
15.0 [14-20]. Regarding the database schemas for relational 
databases, we examined two possible options. The first 
schema involved a single table that stored data for all 
resources (table 1), while the second schema utilized multiple 
tables, each dedicated to a specific resource for storing related 
data exclusively.  

TABLE I.  TABLE SNIPPET WITH DATA STORED IN RELATION DATABASE 

Resource 

identifier 
Longitude Latitude Timestamp 

1 -77.0365 38.8951 2023-05-04 12:34:28 

2 -77.0366 38.8952 2023-05-04 12:34:29 

3 -77.0367 38.8953 2023-05-04 12:34:30 

4 -77.0368 38.8954 2023-05-04 12:34:31 

…. 

100000 -78.958 39.9227 2023-05-04 21:24:13 

 

The performance measurement results are depicted in figures 
1 to 3 

 

Fig. 1. Dependence of throughput (get track for resource) on number of 
coordinates, stored in different relation databases. Database with 
single table. 

 

Fig. 2. Dependence of throughput (get last resource coordinate) on number 
of coordinates, stored in different relation databases. Database with 
single table. 

It is evident that across all tested cases, for both databases 
and database schemas, there is a consistent pattern: the 
throughput decreases as the number of coordinates stored in 
the corresponding database increases [19]. Notably, from 
figure 1, it is apparent that the most optimal performance is 
achieved when using our developed application in conjunction 
with MSSQL. In the same graph, it is evident that MySQL and 
PostgresSQL exhibit similar throughput values. 

From figure 2, we can observe a similar curve, which can be 
best explained by a power function. It is worth highlighting 
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that the throughput values for the cases "get last resource 
coordinate" and "get resource track" are very close. Moreover, 
the throughput for MySQL is approximately three points 
higher than that of PostgresSQL. 

 

Fig. 3. Dependence of throughput (get resource track) on number of 
coordinates, stored in different relation databases. Database with 
multiple tables. 

Figure 3 demonstrates that adopting a database schema with 
multiple tables results in significantly higher throughput 
values, nearly reaching 1000 requests per second, compared 
to the best case of 130 requests per second for the MySQL 
database. Additionally, the throughput values for MySQL and 
PostgresSQL are also approximately 100 times higher. The 
observed behavior follows a similar trend and can be 
explained by a power function. These results align with 
previous research in the field, where studies have shown that 
adopting multiple tables for database schema can lead to 
improved performance and efficiency, particularly when 
dealing with large datasets and complex queries [12-16]. 
Additionally, other studies have also highlighted the 
significance of considering throughput as a performance 
metric when comparing relational databases in real-world 
applications[14]. 

C. Non-relational databases 

In this experiment, we investigated widely used non-
relational databases, specifically MongoDB 6.0 and Redis DB 
5.0 [16-20]. In the case of MongoDB, the database comprises 
documents with the following fields: id, longitude, latitude, 
and timestamp. On the other hand, for Redis DB, we 
employed sorted sets as a data structure to store resource 
coordinates. These sorted sets were organized based on the 
date of each coordinate, resulting in a collection of sorted sets, 
each dedicated to a particular resource. Sets were 
distinguished by resource ID. 

As depicted in Figure 4, the behavior exhibited by these 
non-relational databases closely resembles that of relational 
databases. The observed curve can be better understood 
through a power function explanation. Notably, the 
throughput values for MongoDB are in proximity to those of 
relational databases. However, a significant distinction is 
apparent in the case of Redis. Here, we observe substantially 
higher throughput values, approximately 15 times greater. 
This discrepancy could likely be attributed to the fact that 
Redis utilizes RAM for data storage. A distinctive behavior, 
illustrated in Figure 5 for Redis DB, presents a more intricate 

aspect that demands further investigation for proper 
understanding.  

 

Fig. 4. Dependence of throughput (get resource track) on number of 
coordinates, stored in different non-relation databases.  

 

Fig. 5. Dependence of throughput (get last coordinate) on number of 
coordinates, stored in different non-relation databases.  

CONCLUSIONS 

In conclusion, this scientific inquiry delved into a 
comprehensive comparative analysis of the efficiency of 
specific databases for tracking purposes within the context of 
a location tracking application developed using the .NET 
framework. By meticulously examining both relational and 
non-relational database options, our study sought to address a 
critical concern for startups – the optimal selection of a 
database solution to maximize performance and effectively 
manage tracking data. 

Our investigation illuminated crucial insights into the 
performance dynamics of various databases. The comparative 
analysis of relational databases, including MySQL, 
PostgreSQL, and MSSQL, demonstrated nuanced variations 
in throughput, response times, and scalability. Notably, the 
.NET framework showcased its prowess in swiftly processing 
HTTP requests and storing location data efficiently, 
solidifying its status as a robust choice for startups seeking 
rapid development and scalability. 

The assessment of non-relational databases brought forth 
valuable findings as well. MongoDB's throughput proximity 
to relational databases coupled with Redis DB's remarkable 
performance highlighted the significance of non-relational 
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solutions, particularly in scenarios demanding substantial data 
storage and retrieval. 

Based on our research among relation databases we 
observe highest performance for MSSQL and Redis DB in 
case of non-relation databases. 

As startups strive to navigate the complex landscape of 
technology solutions, this study's outcomes provide a clear 
guide for decision-making. By coupling the strengths of the 
.NET framework with appropriate database choices, startups 
can enhance their tracking applications' speed, accuracy, and 
overall efficiency. 
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Abstract — The paper provides a comparative analysis of 

two popular swarm meta-heuristic algorithms deployed on the 

Raspberry Pi 3 microcomputer. Both Artificial Bee Colony 

(ABC) and Grey Wolf Optimizer (GWO) were implemented 

from scratch in pure C in order to study their performance on 

relatively low-power device. Due to the limited computing power 

of Raspberry Pi 3, it is important to evaluate its productiveness 

in the execution of ABC and GWO to figure out the 

corresponding computational capabilities. For this task, a 

bunch of complicated benchmark functions have been used. The 

numerical experiments have shown both the advantages and 

disadvantages of these methods running on RPi3, as well as the 

peculiarities of the configurations that affect the time of 

complete execution of the tasks. It has been quantitatively 

discovered, that the increase of problems complexity leads to the 

significant increase of execution time. The obtained results 

signify the necessity of boosting the performance by using the 

concurrent computations which is simplified by the availability 

of four physical CPU cores and suitability of the considered 

algorithms for parallelization. 

Keywords — Artificial bee colony, grey wolf optimizer, 

Raspberry Pi 3, numerical optimization, swarm intelligence 

I. INTRODUCTION 

Swarm algorithms try to mimic the organizational and 
search strategy of collective living beings. This makes it 
possible to effectively solve many applied problems [1]. 
Their taxonomy includes, in particular, artificial ant and bee 
colonies, wolf and bird packs, lion prides, blue whales, and 
bacteria foraging [2]. Their relatively good efficiency is 
explained by the adaptation of the evolutionary experience of 
various strategies in harsh environmental conditions. The 
research and implementation of these methods allow not only 
to solve the problems of finding the optimal path or 
optimizing the function but also to build artificial swarm 
systems like unmanned robotic complexes. 

Artificial bee colony (ABC) demonstrates the ability to 
effectively solve complex engineering problems as one of the 
best representatives of the mentioned family of algorithms. 
Developed by D. Karaboga [3], it is still one of the widely 

used methods in numerical optimization. Various studies 
have been done in order to enhance its performance. For 
instance, in [4-6] authors proposed different techniques to 
boost ABC capabilities in solving constrained and 
unconstrained optimization problems.  

Another well-known representative of swarm algorithms 
is grey wolf optimizer (GWO), whose idea is based on the 
attacking tactics of a pack of wolves. It is one of the most 
cited methods of swarm meta-heuristics [7]. Despite the fact 
that this method is primarily aimed at solving typical 
optimization problems, it contains the idea of synchronizing 
wolves-agents based on the hierarchy of the pack. This opens 
up the possibility of its implementation, for instance, in drone 
swarm organization approaches. Unfortunately, a generic 
GWO algorithm suffers from considerable defect [8], but 
nevertheless it is still suitable for improvements [9, 10].  

We selected these two algorithms as outstanding and 
popular instances of swarm intelligence, since the interaction 
scheme of search agents can be reproduced in the context of 
the interaction of hardware systems endowed with artificial 
intelligence. In addition, both algorithms do not require many 
hyper-parameters, which simplifies their configuration. 

To determine the starting point of such research, it is 
necessary to analyze both the capabilities of the hardware as 
a component of the swarm system, and the performance of 
these algorithms in the basic optimization scenarios. The 
analysis of scientific publications showed that the 
deployment and research of swarm algorithms on embedded 
devices has received extremely little attention. The reasons 
for this are a relatively large number of calculations of the 
objective function, which represents the problem and 
complexity of scaling the algorithm. Accordingly, the paper 
investigates the work of ABC and GWO (including their 
modifications) algorithms on the Raspberry Pi 3 in the sense 
of solving unconstrained optimization problems. 

II. ABC AND GWO CONCEPTS 

In this section, we provide the core ideas of ABC and 
GWO algorithms as well as the corresponding mathematical 
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statements. To start with, let's consider the unconstrained 
optimization problem 

( )* arg min , nF= ∈ℜx x x ,  (1) 

 
where x  is the n-dimensional vector and F is the 

objective function which represents the problem, *x  is the 
global minimum. Such a problem can be generally related to 
finding some optimal path, scheduling workloads and even 
training or fine-tuning the neural network. In case of 
constraints for the function or vector values, they can be 
easily added to (1). 

Both ABC and GWO are aimed at solving (1) by applying 
different search methods. Primarily, this process starts with 
generation of N  initial random solutions via 

 

( )j j j j

i
x l u lϕ= + − ,  (2) 

 

where 
j

ix  is the j-th component of vector ,
i

x  

[ ]0,..., 1 ,i N∈ −  j is the index of dimension, ( )0,1randϕ =  

is the fandom value in ( )0,1 , jl  and ju  are lower and upper 

bounds in j -th dimension. We should remark that (2) can be 

modified, e.g., using Levy distribution [11].  

After this, specific techniques defined within ABC and 

GWO framework are applied to evolve 
i

x  towards the best 

solution of (1). 

A. Artificial Bee Colony 

The Artificial Bee Colony algorithm is inspired by bee's 
foraging mechanics, when a bunch of agents are seeking the 
best food source while keep communicating with each other. 
In order to solve (1), after executing (2), ABC performs a set 
of steps. These steps can be represented as follows:  

1. Setup. Each solution 
i

x  is mapped to fitness function 

value ( )ifit x  and to the trial counter 
i

C , which 

signifies that the number of times 
i

x  has not been 

improved. The fitness value ( ) ( )1 ,
i i

fit F= +x x  if 

( ) 0iF <x  or ( ) ( )( )1 1 ,
i i

fit F= +x x if ( ) 0iF ≥x . 

The number of abstract search agents (bees) equals 

number of solutions N . 

2. Employed Bee Phase. During this phase, bees mutate 

solution 
i

x  as follows: 

 

( ) ,j j j j

i i i k
x x x x k jφ= + − ≠ , (3) 

 

where 
j

kx  is the component of randomly chosen 

solution k , ( )1,1randφ = − . If ( )( )..., ,...j

i k
fit xx  

does not get better, than this solution becomes 

abandoned and 1
i

C + = . 

3. Onlooker Bee Phase. After the employed bee phase, 
calculation of probabilities is done via 

( )( )0.1 0.9 maxFit
i i

P fit= + x , where maxFit  is 

the highest fitness value among the all. Then every 

onlooker bee [ ]0,..., 1N∈ −  improves solutions 

based on probabilities: if ( )0,1 ,irand P< then 

employed bees step is performed. The latter executes 
until all onlookers do improvement.  

4. Scout Bee Phase. Scout simply checks the trials 
i

C  

and if reaches, for instance, ( ) / 2,N n⋅  then 

reinitializes solution 
i

x  using (2). 

Steps 2-4 are repeated predefined maxIteration times. If 
during the search process some solution’s component runs 

over range jl  or ju , then it have to be returned via assigning 
jl  or ju  value. 

An interesting point here is that these steps can be 
implemented in parallel which increases execution time [12]. 
There is practically no interaction between agents, which 
allows more efficient use of multithreading. When designing 
the swarm system, this does not determine the appealing 
mechanism of communication. However, it can be a basis for 
creating the effective search algorithm. 

B. Grey Wolf Optimizer 

Unlike ABC, in GWO the communication between agents 
is more noticeable. The steps of GWO consist of 

1. Setup. The population of wolves (w.r.t. solutions) is 

generated via (2) and fitness values ( )i iF F= x  are 

calculated; parameter 2a = which is linearly 

decreasing down to 0 during the main loop and 
maximum number of iterations are set in advance. 

2. Leaders updates. Among the all 
i

x  three best 

solutions ,αX βX  and δX  are obtained based on 

their fitness values. These solutions represent ,α β  

and δ  wolves in the pack which lead other ( ω ) 
members toward the prey. 

3. Hunting process. For each wolf i and for each 

dimension j  three distances to prey are calculated 

 

{ }, , ,j j

k k k i
D C x x k α β δ= − ∈ , (4) 

 

where ( )2 0,1 ,kC rand= ⋅ j

k kx ∈ X , and new 

leader’s positions 
k

X  are updated as follows: 

 
j

k k k kX x A D= − ⋅ ,       (5) 

 

where ( )2 0,1kA a rand a= ⋅ − . This step moves each 

leader closer and closer to prey (optimal solution). 

The parameter 
k

A  stands for exploitation and 

exploration purpose, i.e., if 1kA < , then wolves 

move (attack) towards the prey, otherwise wolves 
diverge from the prey to explore new solution.  

4. Solution update. Based on the leader positions
k

X , the 

new solution 
j

ix  is calculated as averaged value of 
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k
X : ( ) 3j

i
x X X Xα β δ= + + , i.e., three leaders 

define new solution. 

5. Verification. If the new solution does not get better 
than previous, values of the latter are kept instead. 
Also, the checking of bounds for each produced 
solution’s component should be done. 

As in ABC, here steps (2-5) are repeated maxIteration  
times.  

Due to the significant limitation of GWO [8], the generic 
algorithm fails to effectively deal with functions whose global 
minimum is reached at a point far from zero. Hence, a lot of 
modifications have been proposed to overcome this issue. For 
this research we selected relatively simple modification 
MGWO [13], where instead of selection three best leaders, the 
random ones are chosen every iteration among the all 
solutions (wolves).  

A concept behind GWO algorithm forms a firm basis for 
the development of communicational mechanism for swarm 
(multi-agent) system. 

III. NUMERICAL EXPERIMENTS 

Raspberry Pi 3 B+ microcomputer is considered as cheap 
and high-quality hardware to be a “brain” unit for autonomous 
devices. For instance, 1.4GHz 64-bit quad-core processor, 
dual-band wireless LAN, Bluetooth 4.2/BLE are good 
indicators for the deployment and research of the software 
base of swarm intelligence system. To measure RPi3 
hardware capabilities in performing ABC and GWO/MGWO 
steps, we selected six benchmark functions (Table I) to 
minimize, where λ  is a shift parameter. For all the functions 

( )* 0F =x . 

TABLE I.   BENCHMARK FUNCTIONS 

Name Function 

Sphere ( ) [ ]
2

1

, 50, 100;100
D

i i

i

x xλ λ
=

− = ∈ −  

Rastrigin 
( ) ( )( )

[ ]

2

1

10 10cos 2 , 2,

5.12;5.12

D

i i

i

i

D x x

x

λ π λ λ
=

 + − − − =
 

∈ −


 

Schwefel ( ) [ ]
1

418.98 sin , 500;500
D

i i i

i

d x x x
=

− ∈ −  

Griewank 

( )
[ ]

2

1 1

cos 1, 50, 100;100
4000

DD
i i

i

i i

x x
x

i

λ λ
λ

= =

− − 
− + = ∈ − 

 
 ∏

 

Rosenbrock ( ) ( ) [ ]
1

22

1

1

100 1 , 10;10
D

i i i i

i

x x x x
−

+
=

 − + − ∈ −
   

Ackley 

( )

( )( ) [ ]

2

1

1

1
20 exp 20exp 0.2

1
exp cos 2 , 10, 32;32

D

i

i

D

i i

i

x
D

x x
D

λ

π λ λ

=

=

 
+ − − − −  

 

 
− = ∈ −  

 





 

 

The dimensions D  for each function are 

{ }50,100,200iD = . The number of search agents for all 

algorithms (number of solutions 
i

x ) is set to 50; 

5000maxIteration = . All the algorithms were implemented 
in pure C programming language. 

A. ABC results 

We have conducted 5 sequential numerical experiments 

for each dimension from 
i

D  and measured execution time 
ex

t  

with the corresponding averaged function values ( )*F x  for 

each experiment and the number of iteration related to found 
minimum with pre-defined accuracy 0.01ε = . The results are 
shown in Tables 2-5.  

TABLE II.  ABC RESULTS FOR D=50 

Name ext  ( )*
F x  Iterations 

Sphere 10 1.00E-03 476 

Rastrigin 37 1.00E-03 1707 

Schwefel 41 1.00E-03 2909 

Griewank 26 4.00E-02 704 

Rosenbrock 122 1.00E-03 4574 

Ackley 28 1.00E-03 1049 

TABLE III.  ABC RESULTS D=100 

Name ext  ( )*
F x  Iterations 

Sphere 42 1.00E-03 973 

Rastrigin 174 1.00E-03 3895 

Schwefel 126 3.50E+02 5000 

Griewank 102 2.00E-01 1314 

Rosenbrock 359 1.00E-03 5000 

Ackley 117 1.00E-03 2132 

TABLE IV.  ABC RESULTS D=200 

Name ext  ( )*
F x  Iterations 

Sphere 184 1.00E-03 2061 

Rastrigin 468 1.60E+01 5000 

Schwefel 246 4.74E+03 5000 

Griewank 364 1.18E+02 2171 

Rosenbrock 952 1.00E-03 5000 

Ackley 533 1.00E-03 4539 

 

As it is seen from Table II, the ABC algorithm allows to 
solve all seven problems in the average for  44 seconds and 
1903 iterations, where single iteration lasts 0.02 second. With 
the increase of dimensions up to 100 (Table III), the results for 
complicated Schwefel and Rosenbrock functions get worse, 
nevertheless are still close to real global minima. Here the 
average execution time equals 153 seconds and average 
number of iterations equals 3052, while one iteration lasts 0.05 
second. Although previous results are quietly acceptable, the 
increase in dimensionality (Table IV) caused the significant 
deterioration within the given maxIteration  and number of 
agents. The only three problem were successfully solved; the 
average execution time equals 458 seconds, while average 
number of iterations grows up to 3952. Also, one iteration 
exceeds 0.12 second. When the dimensionality doubles, the 
average running time increases by about a factor of 3. The 
increase of maxIteration  and number of agents may lead to 
better results, but the overall execution time will be higher.  

B. GWO and MGWO results 

We have repeated the numerical experiments on seven 
benchmark functions using two grey wolf optimizers: the first 
one is generic original implementation and the second one is 
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modified version [13]. The results of GWO and MGWO are 
presented in tables 5-7 and 8-10 correspondingly.  

TABLE V.  GWO RESULTS FOR D=50 

Name ext  ( )*
F x  Iterations 

Sphere 32 2.20E+04 5000 

Rastrigin 38 1.21E+02 5000 

Schwefel 33 1.12E+03 5000 

Griewank 44 4.60E+01 5000 

Rosenbrock 39 6.00E-01 5000 

Ackley 38 4.30E+00 5000 

TABLE VI.  GWO RESULTS FOR D=100 

Name ext  ( )*
F x  Iterations 

Sphere 67 2.50E+04 5000 

Rastrigin 76 3.14E+02 5000 

Schwefel 65 2.50E+04 5000 

Griewank 87 9.60E+01 5000 

Rosenbrock 77 6.00E+00 5000 

Ackley 76 1.30E+01 5000 

TABLE VII.  GWO RESULTS FOR D=200 

Name ext  ( )*
F x  Iterations 

Sphere 144 1.20E+05 5000 

Rastrigin 151 7.40E+02 5000 

Schwefel 135 4.63E+04 5000 

Griewank 190 1.98E+02 5000 

Rosenbrock 158 2.90E+01 5000 

Ackley 152 1.60E+01 5000 

 

The obtained results clearly demonstrate that original 
GWO implementation has considerable issues with functions 
whose global minimum is reached in points far away from 
zero. This drawback was described in detail in [8]. 
Unfortunately, there is still a big question whether this effect 
can be reduced without complete rebuilding of GWO. Moving 
on to the results for 50 dimension problems only Griewank 
function was successfully minimized, while the rest functions 
were too challenging for GWO. The average execution time is 
approximately 37 seconds and the average number or 
iterations equals maxIteration . As the dimensionality 
increases to 100, the average accuracy of the results 
deteriorates by about two times. This can be explained both by 
“curse of dimensionality effect” and by getting stuck in local 
minima. The average time required to execute 5000 iterations 
rises up to 75 seconds. Increasing the dimensionality to 200 
significantly worsens the accuracy; in this case the average 
running time exceeds 155 seconds.  

In contrast to the original algorithm, MGWO version 
shows much better accuracy while neglects the core GWO 
idea, namely, to rely on the best three wolves in the pack. 
Regrettably, such a modification breaks the concept of 
hierarchical structure in a wolf pack. However, as the 
following results show, this approach adds diversity to the 
formation of new solutions through the participation of 
random wolves. 

For the 50 dimension problem MGWO generally performs 
better than the original GWO. The average function values 
after 5000 iterations are lower while the average running time 

slightly increases to 45 seconds. For D equals   100 (average 
execution time is 88 seconds) and 200 (average execution time 
is 186 seconds) the dimension problems MGWO also 
produces better accuracy.  

Both GWO and MGWO showed the worst results for 
complicated Schwefel problem.  

TABLE VIII.  MGWO RESULTS FOR D=50 

Name 
ext  ( )*

F x  Iterations 

Sphere 42 1.00E-02 5000 

Rastrigin 46 1.50E+01 5000 

Schwefel 41 1.57E+04 5000 

Griewank 50 4.50E+01 5000 

Rosenbrock 45 1.00E-03 4980 

Ackley 44 2.00E-02 5000 

TABLE IX.  MGWO RESULTS FOR D=100 

Name 
ext  ( )*

F x  Iterations 

Sphere 81 1.00E-01 5000 

Rastrigin 89 3.30E+01 5000 

Schwefel 81 3.51E+04 5000 

Griewank 95 1.03E+02 5000 

Rosenbrock 92 1.00E-02 5000 

Ackley 90 3.00E-02 5000 

TABLE X.  MGWO RESULTS FOR D=200 

Name 
ext  ( )*

F x  Iterations 

Sphere 173 7.00E-01 5000 

Rastrigin 193 1.07E+02 5000 

Schwefel 159 7.36E+04 5000 

Griewank 211 1.95E+02 5000 

Rosenbrock 199 6.00E-02 5000 

Ackley 180 6.00E-02 5000 

 

IV. DISCUSSION AND CONCLUSIONS 

The conducted comparative numerical experiments based 
on the described algorithms configurations on Raspberry Pi 3 
platform have revealed the following derivations: 

• Generic ABC implementation outperforms both 
GWO and MGWO in accuracy for three different 

dimension problems ( { }50,100,200iD = ). However, 

the execution time of ABC is much higher (44 
seconds ≥  (37 and 44) for 50 dimension problems, 
153 seconds > (74 and 88) for 100 dimension 
problems, 458 seconds > (155 and 186) for 50 
dimension problems). 

• High execution time of ABC is caused by the 
onlooker phase of the algorithm; it can be modified or 
effectively parallelized. 

• To speed up the ABC implementation on such a 
relatively slow hardware like Raspberry Pi 3 it is 
necessary to modify original ABC for multi-threading 
execution; using the properly implemented thread 
pool in C or configured OpenMP library can 
drastically decrease the execution time.  
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• Because pure C implementation is a bit low-code 
level and additional speed up techniques are 
complicated, it might be preferable to use C++ with 
the ability to integrate more high-performance tools 
like oneTBB [14]. 

• Generic GWO implementation, unfortunately, does 
not show very good accuracy and loses to ABC. The 
core problem here is defect found in [8]. Nevertheless, 
lower execution time and simplicity leave the 
possibility of its improvement in the direction of 
competition with ABC. 

• Modified MGWO implementation behaves better 
than the original one, though it has not reached the 
ABC level of accuracy. Such a modification departs 
from the base idea of preserving hierarchy of leaders. 
Another possible improvement is the hybridization of 
different nature inspired approaches in order to 
overcome the defect common for all GWO based 
algorithms. 

• Raspberry Pi 3 is able to execute both ABC and GWO 
steps even for high dimensional problems. Due to 
presence of 4 CPU cores these routines can be 
parallelized. Since one iteration of either ABC or 
GWO takes very little time (approx. 0.02 second), 
mechanics behind them can be easily implemented as 
a basis for communication between multi-agent 
hardware system.  
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Abstract — The implementation of the base components of 

neuro-like cryptographic data protection systems using FPGA 

is considered. The structure of the data encryption module using 

polynomials based on a neuro-like network was developed.  

Module implemented with the help of VHDL in Quartus II 

development environment. The base components of different 

dimensions, which are part of the encryption module, have been 

implemented. The components allow quick implementation of 

encryption modules corresponding to different neural network 

architectures. Modeling of the module's operation and 

evaluation of the encryption time, hardware resources required 

for its implementation, and the implementation of the 

components included in the module were carried out. To 

prepare the parameters of a neural network of a given 

architecture, which are used in the implementation of the basic 

encryption operation, the Training_NS_MGT and 

Transfor_Data programs were implemented in the C language 

on the Raspberry Pi 4 microcomputer. Examples of the 

formation of matrices of weighting coefficients by these 

programs are given. 

Keywords — neural network, encryption/decryption of data 

using polynomials, basic encryption operation, FPGA 

EP3C16F484C6, development environment Quartus II ver. 13.1, 

simulation of module operation, time diagrams 

I. FORMULATION OF THE PROBLEM 

Systems of cryptographic protection of data during 
information transmission are today a necessary component of 
any mobile platform. The need to provide remote control of 
such platforms requires the implementation of cryptographic 
protection in real time while taking into account limitations 
regarding dimensions, power consumption, and cost. One of 
the areas of modern cryptography is the use of artificial neural 
networks (ANNs). The paper [1] provides an overview of the 
use of different types of ANNs (Recurrent Neural Networks, 
general regression neural networks, chaotic neural networks, 
and multilayer neural networks) in cryptography, the 
advantages of which are a high degree of structural 
parallelism, their adaptive behavior, the ability to learn, 
generalize results, demonstrate high productivity. In 
particular, the works devoted to the synchronization of neural 
networks, cryptography based on chaotic neural networks, and 
multilayer neural networks were considered. When using the 
synchronization of neural networks, the secret key is not 
transmitted over an available channel but is generated with the 
help of neural are on the transmitting networks that and 

receiving sides. These neural networks are synchronized by a 
common external signal. The paper [2] presents a stream 
encryption system based on a pseudorandom number 
generator that uses ANN. The inverse error propagation 
algorithm was used to obtain the weighting factors in the 
ANN. After training, the ANN was hardware-implemented on 
the base of FPGA. 

Most modern artificial neural networks (ANNs) are 
trained using iterative algorithms [1,2], which determine both 
their advantages and the main disadvantages and limitations 
during their applications. Disadvantages and limitations 
include the long training time of ANNs with a large number 
of weighting factors, and the unrepeatability of training 
results, which is associated with the random initialization of 
the weighting factors of the network. In [3, 4], auto-
associative neural networks with a non-iterative principal 
component learning algorithm [5] were used for data 
encryption and decryption. The advantage of the method is the 
use of eigenvectors corresponding to the eigenvalues of the 
autocorrelation matrix. Neuro-like element is the base of 
Neural-like networks (NLN) and its functioning is reduced to 
scalar product calculation using the pre-calculated weighting 
coefficients. The algorithm of symmetric data 
encryption/decryption based on an auto-associative neural 
network is considered in [3]. The structure of the auto-
associative network consists of input, hidden, and output 
layers. The learning algorithm consists in determining the 
matrix of weight coefficients of the autocorrelation matrix of 
the input data. Examples of the use of the algorithm for 
learning a neural network, encryption, and decryption of data 
based on it are given. 

In the model of geometric transformations (MGT) [6] 
based neural networks non-iterative learning algorithm is used 
for a predetermined number of calculation steps, which 
ensures the repeatability of learning results. NLN based on 
MGT found its application in the implementation of 
cryptographic data protection methods. In [6], algorithms for 
learning NLN based on MGT with a teacher and without a 
teacher, which are simpler to implement and do not require the 
calculation of eigenvalues and eigenvectors, are discussed in 
detail. 

To ensure small dimensions, power consumption, and cost 
of the neuro-like cryptographic data protection system, it is 
advisable to implement it on FPGA. In [7], a novel Izhikevich 
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neuron model is described which is a hardware realization and 
a low-cost implementation and may be used in a lightweight 
embedded cryptography system. As a proof-of-concept 
FPGA's realization is described. A design approach for a 
neural network proposed In [8] aimed to reduce the number of 
adders and multipliers in hardware. The proposed approach 
was implemented in VHDL on Altera Arria 10 GX FPGA. An 
energy-efficient design of computation system for deep neural 
networks with the usage of edge devices is presented in [9]. A 
novel hardware accelerator with low-precision computation 
and sparsity-aware structured zero-skipping, aimed to 
maximize energy efficiency designed, on top of the systolic-
array structure described and prototype realized with the help 
of Xilinx Alveo U250 FPGA. Binary convolutional neural 
networks (BCNN) are present in [10], where bitwise 
operations are used instead of arithmetic operations, aimed to 
reduce required memory size, which is suitable to FPGAs to 
shorten training or inference. A low-end Zynq-7010 FPGA 
spike decoding system implementation is presented in [11], 
based on a multiplier-less spike detection pipeline with the 
help of a spiking neural network-based decoder constructed 
on programmable logic. 

The paper [12] presents a table-algorithmic method for 
scalar product calculating of floating-point format operands 
and the structure of neural network based data cryptographic 
modules. Proposed decryption module implemented in 
Quartus II in VHDL language and its work simulation 
performed. Field-programmable gate arrays are used [13] to 
create neural networks in hardware (FPGAs). A larger neural 
network can be implemented in this case at a lower cost on a 
single chip. To realize fast execution for Homomorphic 
Encryption (HE), as a promising solution in case of increasing 
concerns of machine learning privacy, [14] proposed linear 
layers computations FPGA accelerator, to reduce the 
computational bottleneck in HE SCNN batch inference. As 
shown in [15] practical deployment of convolutional neural 
network (CNN) and cryptography algorithm on constrained 
devices are challenging due to the huge computation and 
memory requirement, so it is proposed a viable solution to this 
issue by expressing the CNN and cryptography as Generic-
Matrix-Multiplication (GEMM) operations and map them to 
the same accelerator for reduced hardware consumption. 
FPGA-based lightweight cryptographic algorithms with the 
advantage of partial reconfiguration to secure designs are 
presented in [16]. Attempt at hardware architecture and 
implementation of NTRU prime system describer in [17]. A 
new scheme to secure Internet of Things data processing in 
public clouds concerning various attacks, especially from 
insiders, aimed at FPGA implementation, is proposed in [18]. 
So, as the analysis shows, the search for solutions for the 
FPGA-based implementation of neuro-like data cryptographic 
transmission is an actual task. 

The aim of this work is the development of base 
components for neuro-like cryptographic implementation 
using polynomials for FPGA. For this, a structural diagram of 
the base encryption operation has been developed; the 
polynomial data encryption algorithm using tables of 
weighting coefficients for hardware implementation on FPGA 
is proposed. The preparation of the matrix of weight 
coefficients of the neural network is carried out by a program 
that, in addition, determines their maximum order and saves 
the obtained matrices in files. 

The main preparatory stages of encryption/decryption of 
data based on NLN include: 

• Selection of NLN architecture for 
encryption/decryption of data. 

• NLN training, which consists in calculating weighting 
factors for ANN network for encryption/decryption 
data. 

• Preparation of weighting coefficient arrays for the 
selected NLN architecture. 

These stages are implemented in software and allow 
obtaining all the necessary data for the hardware 
implementation on the FPGA of NLN data 
encryption/decryption. Encryption can be made over text 
messages, control commands, or data. The secret key in 
proposed NLNs is a set of network architecture configurations 
and weighting coefficient arrays. In [19] described a method 
for parameter determination for the neural network 
architecture aimed at data encryption/decryption. The choice 
of the number of neuro elements and the number of inputs 
depends on the bit size of the message and the bit size of the 
inputs. 

II. NEURO-LIKE DATA ENCRYPTION ALGORITHM  

USING POLYNOMIALS 

The proposed data encryption algorithm is based on an 
ANN, which is trained without a teacher. For this purpose, a 
model of geometric transformations [6] is used. The 
architecture of such a neuro-like network consists of input, 
hidden, and output layers, and there are lateral connections 
between the neurons of the hidden layer. The outputs of the 
hidden layer neurons are connected to the inputs of NLN 
output layer neurons by polynomial connections. The number 
of neurons in all NLN layers is the same.  

During encryption, the input data vectors are fed to the 
outputs of the neurons of the hidden layer. During decryption, 
the encrypted data is fed to the NLN inputs. We receive the 
decoded data at the hidden layer neurons output. The input 
data for NLN are positive integers: vectors of a certain bit size 
n, which are divided into n_IN vectors of bit size k_IN. 

A graph model of a neuro-like data encryption algorithm 
has been presented in [19]. The proposed model provides a 
selection of the hardware structure to process different data 
intensities. Such a structure is focused on effective FPGA 
implementation of the base operation of nonlinear neuro-like 
encryption. 

The basic data encryption operation is described by an 
expression. 
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where j=1, …, n_IN; n_IN – is the number of neurons in the 
input, hidden, and output layers of the NLN; Pmax – is the 
maximum value of raising the input data to the power; xi – 

input data with bit size k_IN, 
)( p

jiW  – weighting coefficients, 

which are known values in floating point format and are 
obtained during NLN training. 

The paper considers the algorithm of neural-like 
encryption of data with n=16 bits using polynomials with 
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NLN architecture n_IN=4 and k_IN=4, Pmax=3. As a result of 
NLN training, we get 4 matrices of weighting coefficients 
with dimension Pmax*n_IN, which are used in the encryption 
algorithm. Encrypted data is a vector of real numbers with 
dimension n_IN. One of the matrices of NLN weighting 
coefficients with n_IN=4 and k_IN=4 has the form: 

  W1=[-6.497100 -7.874508  7.193452  2.197609 

      -2.383211 -0.235815  0.086292  0 

       3.454225  1.342763 -0.216463  0]. 

Let it be necessary to encrypt a vector of input data 

X=[1100 0101 1001 1100], 

which is divided into 4 input vectors of bit 4. These vectors 
are fed to the outputs of the hidden layer of the NLN: 

  X1=[1100]2 = 12, X2=[0101]2 = 5, 

  X3=[1001]2 = 9,  X4=[1110]2 = 14. 

Using expression (1) and the matrix of weighting factors 
W1, we get Y1=5615.026. Similarly, using matrices W2, W3, 
W4, we will get encrypted data vectors Y2=532.139, 
Y3=1615.568, Y4=322.879. So, vectors of input data X1, X2, 
X3, X4 correspond to vectors of encrypted data Y1, Y2, Y3, Y4. 

To simplify the FPGA implementation of the neural-like 
data encryption algorithm using polynomials, the weighting 
coefficients are normalized and converted into 24-bit 
integers. The highest digit is a sign. Negative values are 
converted into a complementary code. This makes it possible 
to use built-in FPGA hardware multipliers of the Cyclone III 
family and megafunctions of the Quartus II library to 
implement the base encryption operation. 

The transformation of the matrix of weighting 
coefficients from the real numbers format to the integers 
format consists of the following steps: determination of the 
maximum order maxEW among the elements of all matrices 
of weighting coefficients; calculation of the difference 

jj WWW EEE −=∆ max of orders for each of the elements of 

the matrices of weighting coefficients; shift to the right of 

each of the mantissa 
jWm elements of the matrix of weighting 

coefficients by its order difference
jWE∆ ; shift to the left of 

the scaled mantissa elements of the matrices of weight 
coefficients by 23 digits. For example, the value -6.497100 
after transformations will take the value 0xCC05F1                           
(-3406351 in the decimal system), taking into account the 
maximum order among the elements of the matrices 
maxEW=4. Really: 

  (-3406351/223)*24=-6.497099. 

After conversion to the integers format the weighting 
coefficients matrix W1 will be following: 

  W1=[-3406351 -4128510  3771440  1152180 

      -1249488 -123635   45242    0 

       1811008  703994  -113489   0]. 

 

III. HARDWARE IMPLEMENTATION OF THE NEURO-LIKE DATA 

ENCRYPTION MODULE USING POLYNOMIALS 

The principle of operation of the FPGA-based neural-like 
data encryption module using polynomials is described in 
detail in [4]. Implementation of the module and its work 
simulation performed in the VHDL in the Quartus II v. 13.1 

development environment based on the Cyclone III 
EP3C16F484C6 family FPGA [20]. In project components of 
the environment library [21] is used. 

The main components of the neuro-like data encryption 
module using polynomials: block for exponentiation of the 
vector of input data Xi¸ ROM for storing tables of weighting 
coefficients, block for implementing the basic encryption 
operation. We will describe these components of the 
encryption module for the trained NLN with the resulting 
matrices of weight coefficients W1, W2, W3, W4. 

The exponentiation component symbol is shown in              
Fig. 1, schematic diagram presented in Fig. 2. 

 

Fig. 1. Exponentiation component symbol 

The Exp_Modul_2_3 component receives input data 
X[3..0] with k_IN=4 bits and synchronization pulses Clk_1, 
Clk_2. At the output of the components, we receive input data 
raised to the square (X_2[7..0]) and to the cube (X_3[11..0]). 
The megafunction ALTMULT_ADD[8] of the Quartus II 
development environment was used to implement this 
component. 

The result of squaring off the input data by the leading 
edge of the Clk_1 pulses is written into the output register of 
the Mult_4Bit component. Similarly, the Clk_2 pulse 
synchronizes the recording of the cubed result of the 
Mult_12Bit component in the output register. 

 

Fig. 2. Diagram of the exponentiation block 

The delay time of the signal in the Exp_Modul_2_3 
component is about 14 nsec. Hardware resources are required 
to implement the Exp_Modul_2_3 component: two 9-bit 
built-in multipliers, eight registers and eight logic elements. 
According to a similar scheme, the components of elevation 
to the 2nd (Exp_Modul_2) and 4th (Exp_Modul_2_3_4) 
powers of input data of 4 and 8 bits can be implemented. 

The time diagrams of the simulation of the operation of 
the Exp_Modul_2_3 component are shown in Fig. 3. 

  

 

Fig. 3. Timing diagrams of the Exp_Modul_2_3 component simulation 

The appearance of the symbol component for the base 
polynomial encryption operation is shown in Fig. 4, its 
schematics – in Fig. 5. The Mult_Add_4_3 component 
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receives input data X_1[11..0], X_2[11..0] – input data raised 
to a square, X_3[11..0] – input data raised to a 12-bit cube 
(after equalization data bits X_1[3..0] and X_2[7..0]), weight 
coefficient vectors W_1[23..0], W_2[23..0], W_3[23..0], 
pulses timings Clk, Clk_1,, Reset pulse. 

 

Fig. 4. Symbol component of the base encryption operation 

At the component output value of the expression (1) is 
calculated Y[31..0]. For its implementation, megafunctions 
ALTMULT_ADD (component MULT_ADD_3), 4th 
registers of parallel type Reg_P_P, register R_Shift, 
megafunction PARALLEL_ADD (component ADD_Par) 
were used. Hardware resources used in the implementation of 
the Mult_Add_4_3 component: twelve 9-bit built-in 
multipliers, 375 logic elements, and 190 registers. The 
number of Mult_Add_4_3 components required for the input 
data encryption is determined by the n_IN value. 

 

Fig. 5. Scheme of the components of the base encryption operation 

The Table_W_Read_1 component of reading the 
weighting factors vectors of the W1 matrix from the FPGA 
ROM, squaring and cubing the input data vector, aligning the 
bitness of the vectors X[3..0], X_2[7..0]. A component is 
shown in Fig. 6, schematic diagram – in Fig. 7. These 
weighting factors are used only to calculate the Y1 component 
of the encrypted data vector. Table_W_Read_2, …, 
Table_W_Read_4 components are used only for reading the 
remaining matrices of weighting factors W2, W3, and W4. 

 

 

Fig. 6. Symbol of the components for reading of the weighting coefficients 
vectors  

At the input of the Table_M_Read_1 component the input 
data vector X of 24 bits and the IN_Clk synchronization 
pulses are served. At the component output synchronization 
pulses Out_Clk[4..0] for the component of the basic 
encryption operation, vectors X_1, X_2, X_3, and vectors of 
weight coefficients W1_1, W1_2, W1_3 are forming. At the 
outputs of the Table_M_Read_2, ..., Table_M_Read_4 
components, we get vectors of weight coefficients W2_1, 
W2_2, W2_3, …, W4_1, W4_2, W4_3. Synchronization 
pulses IN_Clk feed to the input of the Clk_Control and C_Clk 
components. After that at the Clk_Control component output, 
a vector of synchronization pulses Out_Clk[4..0] is forming, 
the values of which are read from the Clk_Control.mif table. 

With the help of components W_ROM_1_4_1, 
W_ROM_1_4_2, W_ROM_1_4_3, the values of weight 
coefficients W1,j are read from the tables 
W_ROM_1_4_1.mif, W_ROM_1_4_2.mif, 
W_ROM_1_4_3.mif. The table cell address Adr_Clk[2..0] 
and the synchronization pulse Out_Clk[3], are fed to their 
input, on the leading edge of which data is read. 

The data encryption schematics are shown in Fig. 8, and 
results of the simulation are shown in time diagrams (Fig. 9). 

 

Fig. 7. Scheme of the Table_W_Read_1 component for reading vectors of 
weighting coefficients  

The schematic diagram of the input data vector encryption 
for n_IN=4 and k_IN=4 is shown in Fig. 8. The hardware 
resources required for its implementation are 50 (out of 112) 
9-bit built-in multipliers, 1480 (10%) logic elements, 794 
(5%) registers. Time diagrams (Fig. 9) show us that the 
calculation of Y1, Y2, Y3, and Y4 based on expression (1) with 
n_IN=4 with their parallel implementation takes about           
180 ns. In rows Y_1, Y_2, Y_3, Y_4 (Fig. 9) we received the 
results of encryption: values 11499569, 1089819, 3308677, 
6612568 in the format of 32 bits integers. 
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Fig. 8. Scheme of the encryption module  

To convert from the format of integers to the format of 
real numbers, and perform their decryption, you need to know 
the maximum order maxEW of the matrices of weighting 
coefficients for encryption and decryption – an additional 
secret key that does not need to be transmitted with the 
encrypted data (in our case, 24): 

11499569/24/27=5615.024; 

1089819/24/27 =532.138; 

3308677/24/27 =1615.565; 

6612568/24/27 =3228.793. 

These results agree with the Y1, Y2, Y3, Y4 values obtained 
using calculations. 

IV. DATA PREPARATION FOR ENCRYPTION ALGORITHM 

HARDWARE IMPLEMENTATION  

For the preparation of matrices of weighting coefficients 
and input data in the C language implemented 
Training_NS_MGT program and the Transfor_Data program 
for training NLN based on the model of geometric 
transformations. The Training_NS_MGT program, using 
generated random input data of a given bit rate, calculates the 

matrix of coefficients
)(m

pia , (i=0, ..., nIN-1; m=1, …, nIN, 

p=1, …, Pmax), which is used for encryption of input data and 

matrix of weighting coefficients
)(m

iM (i=0, ..., nIN-1; 

m=1, …,nIN) for a given NLN architecture. 

The Transfor_Data program reads files with NLN 

architecture and matrices 
)(m

pia , )(m
iM . From the matrix of 

coefficients
)(m

pia , the matrices of weighting coefficients W1, 

…, Wn_IN, are formed, the maximum order is found among the 

elements of the matrices 
)(m

iM and
)(m

pia , the received 

weighting coefficients matrices are converted from the real 
numbers format to the integers format and stored in files. 

For the Training_NS_MGT program to work, you need to 
set the NLN architecture: N – the number of training vectors; 
n – bit rate of training vectors; k_IN is the bit rate of neurons 
of the NLN input layer; n_IN is the number of neurons of the 
NLN input layer. Also, X_Start – the initial value for 
generating a sequence of pseudorandom numbers, is entered 
in the program. 

To train NLN based on MGT, the Training_NS_MGT 
program uses the matrix of input data X[N, n_IN], formed by 

pseudo-random numbers in the [0,…, 12 −INk
] range. The 

k_IN value affects the maximum order of matrix elements
)(m

pia , 
)(m

iM  For comparison, the matrix of weighting 

coefficients W1 for NLN with architecture n=32, n_IN=4, 
k_IN=8 with the same value of Pmax=3 is given. 

W1=[88.45100 -21.65212 -141.76999 -70.38724 

     9.31598  -1.85190    7.33200    0 

    24.24050 -11.19896   -8.83328    0]. 

 

 

CONCLUSION 

Features of NLN based on MGT are its fast non-iterative 
learning for a predetermined number of calculation steps and 
repeatability of learning results. The key elements in neuro-
like data encryption using polynomials are the architecture 
and parameters of the NLN after its training. 
Training_NS_MGT and Transfor_Data programs are written 
in C for the Raspberry Pi 4 microcomputer. The performance 
of this microcomputer allows it to effectively perform 
training of the NLN and encryption/decryption of data and 
work as part of mobile systems. The Training_NS_MGT 
program trains NLN with a given architecture based on MGT, 
and forms matrices used in neuro-like data encryption using 
polynomials. The Transfor_Data program prepares the 
parameters, obtained during NLN training, for their use in the 
encryption algorithm in the FPGA hardware implementation. 
The Mult_Add_4_3 component is developed in the VHDL 
with the help of Quartus II ver. 13.1 development 
environment for Cyclone III EP3C16F484C6 FPGA. It is 
implemented with FPGA hardware multipliers and 
megafunctions MULTALT_ADD, PARALLEL_ADD and 
corresponds to the basic operation of neural-like data 

 

Fig. 9. Time diagrams of data encryption simulation  
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encryption using polynomials based on NPM with n_IN=4 
and k_IN=4. 

The scheme of the neuro-like encryption module of input 
data with n=16 bits using the Mult_Add_4_3 component is 
implemented on FPGA. The hardware resources necessary for 
its implementation are given. A library of similarly 
implemented base components for other NLN architectures 
will allow them to be effectively used to implement neuro-like 
encryption modules with different bit widths of input data. 
The simulation of the operation of the circuit of the neuro-like 
encryption module was performed. The obtained time 
diagrams (Y1, Y2, Y3, Y4) confirm the correctness of its 
operation. The encryption time for n=4, n_IN=4, k_IN=4 is 
about 180 ns and depends most significantly on n_IN.  As the 
number of NLN entries increases, the encryption time will 
increase. The hardware resources needed to implement the 
scheme of the neuro-like cryptographic data protection 
module will also increase. The direction of further research is 
the hardware implementation of the neural-like decoding 
algorithm on FPGA in the form of library components and the 
decoding module, testing its performance. 
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Abstract — Microservices represent an architectural 

approach in software development, where a complex solution is 

formed by combining small, independently deployable services 

that communicate through specified interfaces (APIs). These 

microservices have diverse applications across sectors such as 

banking, finance, healthcare, e-commerce, government, 

military, logistics, and gaming. The microservices architecture 

offers fundamental guidelines on how these small services 

should function as part of a more prominent solution. 

The research introduces a framework based on Node.js for 

facilitating automated sharing of source code among services 

and their execution within a distributed system environment. 

This proposed framework, constructed on the Node.js platform, 

features a compact codebase and mechanisms designed to 

enable sharing of user-developed code among multiple 

microservices instances within a single network. 

The selection of Node.js as the foundation for this 

framework is motivated by its compact nature and suitability 

for building server applications. Furthermore, Node.js can 

operate effectively on various devices, including embedded 

systems, mobile phones, and devices with limited operating 

system resources. 

Keywords — node.js; microservices; cloud architecture; 

distributed systems; framework. 

I. INTRODUCTION 

Microservices, an architectural approach in software 
development, involve constructing complex solutions from 
independently deployable services communicating through 
specific APIs [1, 2]. These services cater to necessary business 
functionalities. Particularly beneficial for sizable and intricate 
applications, microservices offer advantages like flexibility, 
scalability, and accelerated development [2]. 

However, implementing microservices demands careful 
planning, seamless interaction, precise coordination, and a 
clearly outlined project structure. Software engineers and 
developers must meticulously account for these aspects during 
microservices development [1, 2, 3]. 

Node.js is a framework and library for constructing server 
applications using JavaScript [4]. Its suitability for 
microservices and server applications stems from its efficient 
handling of asynchronous and non-blocking I/O operations, its 
lightweight runtime, scalability, and the extensive JavaScript 
ecosystem it offers [4]. Additionally, Node.js excels in event-
driven architectures and high-performance solutions [4]. 

JavaScript follows a prototype-based approach, allowing 
developers to employ functional or object-oriented 
programming paradigms [5]. For those seeking stricter type 
enforcement, TypeScript can be utilized [5]. 

One of the challenges encountered with multiple 
microservices [2] involves managing the codebase. Notably, 
each microservice repository often contains duplications of 
core libraries such as HTTP services, loggers, configuration 
managers, API controllers, and database connectors [2]. This 
code redundancy is not uncommon [2]. 

Scaling and deployment issues [2, 6, 7] are another 
consideration. Node.js applications are frequently scaled 
using Docker containers and Kubernetes [6, 8, 9]. Kubernetes 
achieves scaling by duplicating instances and effectively 
managing client requests across machines. Most major cloud 
providers, like AWS and Microsoft Azure, offer automated 
scaling tools for Node.js applications [2, 6]. These approaches 
entail replicating identical containers with the same source 
code and employing a load balancer (connection manager) to 
handle requests and responses [7, 10]. 

Kubernetes or similar tools may not be available or 
suitable in specific situations. For instance, they deploy the 
same microservice solution in on-premises data centers or on 
small, embedded devices connected through a network. In 
such cases, the solution's footprint must be minimal. These 
compact, embedded devices serve purposes like data 
collection, monitoring, healthcare, or military applications. 

II. APPROACHES FOR SCALING NODE.JS MICROSERVICES 

Horizontal scaling and vertical scaling are two distinct 
approaches to improving the capacity and performance of a 
system or application [2, 10].  

Horizontal scaling, also known as scaling out, involves 
adding more machines or instances to a system. This means 
that multiple copies of the application run on separate 
machines, and incoming requests are spread across these 
instances. This approach optimizes the system's ability to 
handle increased traffic and a heavier workload [2, 10]. 

On the other hand, vertical scaling, or scaling up, involves 
enhancing the resources of a single machine or instance, such 
as CPU, memory, or storage. This is typically done through 
hardware upgrades or more powerful virtual machines [2, 10]. 

The choice between horizontal and vertical scaling 
depends on various factors, including the architecture of the 
application, expected growth patterns, resource availability, 
and cost considerations. In some cases, hybrid strategies that 
combine horizontal and vertical scaling methods are used to 
balance performance, availability, and manageability [2, 10]. 

In the context of efficiently expanding Node.js 
microservices [8], Docker and Kubernetes play essential roles. 
Docker simplifies the creation of lightweight and self-
contained containers. When there's a need to scale up, Docker 
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makes it easy to duplicate containers to handle increased 
demand [8]. On the other hand, Kubernetes offers automated 
container management [8]. It effectively takes tasks like 
deploying, expanding, and managing container-based 
applications. Kubernetes' auto-scaling feature dynamically 
adjusts the number of containers instances and addresses the 
distribution of incoming traffic among multiple microservice 
instances to prevent overloading any single instance. In 
summary, Docker's containerization simplifies Node.js 
microservice deployment, while Kubernetes automates 
orchestration and scaling procedures [8]. This powerful 
combination ensures that microservices can adapt to changing 
demands while maintaining consistent performance. 

Prominent cloud providers like AWS, Microsoft Azure, 
and IBM Cloud offer tools and methods for scaling Node.js 
applications. For instance, AWS provides various tools 
designed for scaling [10, 11]. One such tool is Elastic Load 
Balancing (ELB), engineered to evenly distribute incoming 
traffic among multiple instances of a Node.js application. This 
prevents any instance from becoming overwhelmed and 
adapts dynamically based on traffic patterns [11]. AWS Auto 
Scaling empowers developers to set up policies for automatic 
adjustments to the number of instances in response to resource 
usage or custom metrics [11]. Amazon EC2 Instances offer 
adjustable computing capacity, allowing developers to choose 
instances tailored to the specific CPU, memory, and storage 
requirements of their Node.js applications [11]. Amazon ECS 
streamlines the management of Node.js applications within 
Docker containers, enhancing flexibility and scalability [11]. 
AWS Lambda supports serverless architectures by 
automatically adjusting the execution of Node.js code in 
response to events [11]. 

Similarly, Microsoft Azure, a prominent cloud service 
provider, presents a range of tools for effectively scaling 
Node.js applications [2, 12]. Azure's Elastic Load Balancing 
services, such as Azure Load Balancer and Application 
Gateway, distribute incoming traffic evenly among multiple 
Node.js instances [12]. The Auto Scaling feature dynamically 
adjusts the number of active Node.js instances in response to 
real-time demand [2, 10, 12], ensuring seamless adaptation to 
fluctuating traffic without requiring manual intervention [12]. 
Azure App Service simplifies Node.js application deployment 
by handling infrastructure setup, load distribution, and 
scaling. This allows developers to focus on application 
development rather than infrastructure management [2, 10, 
12]. For more complex scenarios, Azure Kubernetes Service 
(AKS) offers managed Kubernetes clusters, enabling 
developers to efficiently manage and scale containerized 
Node.js applications using Kubernetes' advanced capabilities 
[8]. 

Despite the diverse scaling methods and tools, they all 
have a common feature: they replicate a single instance of 
Node.js microservices into multiple copies specified by the 
user and handle network connections among them. 
Nevertheless, they do not scale the source code while the 
program runs. This research puts forward a solution to tackle 
this challenge. 

This research presents an innovative approach to 
maintaining a single source code base within a microservice 
while automating the distribution and execution of this code 
across multiple services. This approach is designed explicitly 
for Node.js. The framework's architecture for Node.js is 
consistent and spans all deployable services. It supports 

modular design, initializes all deployed services, and 
automates code scaling and execution across chosen 
microservices. Additionally, the provided architecture aims to 
be concise and easy for developers and engineers to 
understand. The central focus of this research centers on a 
Node.js framework created to scale user application code 
across multiple microservices and execute it accurately, all 
while automatically handling dependencies among 
microservices. 

III. NODE.JS FRAMEWORK SOLUTION  

The proposed Node.js framework is built upon a model 
that employs a primary and replica approach. An overview of 
the framework's architecture is illustrated in Fig. 1. The 
primary microservice serves as the central hub for housing the 
business logic code and the framework for code scaling and 
execution. The replica microservices are deployed instances 
that run a copy of the framework but do not contain any 
business logic code. Both primary and replica microservices 
are flexible enough to be deployed on various cloud providers 
like AWS or Azure or within an on-premise network of IoT 
devices. This flexibility allows developers to choose the 
deployment environment that suits their needs. 

Each primary and replica microservice should be 
accessible externally through external IP or DNS addresses. 
It's important to note that the primary microservice must be 
aware of the IP addresses of all replica microservices. The 
source code for the primary microservice should be 
consolidated within a single project, including the source code 
for each microservice intended for deployment. For example, 
the code repository can be hosted on a platform such as 
GitHub, and deployment is restricted to a single instance of 
the primary microservice. 

 

Fig. 1. Architecture of a Node.js framework 

After transferring the source code from a Git repository to 
a primary microservice instance and completing the build 
process, the initialization phase begins. Fig. 2 provides an 
overview of initializing the primary microservice and 
handling client requests. First, the primary microservice 
compiles a comprehensive list of addresses for all deployed 
services and verifies their availability by ping each address. 
Next, the framework automatically distributes the user code to 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

204 
 

all replica microservices, requiring no manual intervention. 
Once this code is disseminated, the primary microservice 
receives notification that all replicas are ready to operate. 
After next of the user code, the replicas do not need to be 
redeployed. 

 

Fig. 2. Processing user requests by a primary microservice. 

The primary microservice is a central hub responsible for 
processing all client requests. Behind the scenes, the 
framework efficiently manages the execution of user code, 
which includes the business logic. It also initiates internal calls 
to the replica microservices using preconfigured addresses, 
gathers the results, and sends responses back to the clients. 

From the client's perspective, they don’t need to be aware 
of the existence of replica microservices. Clients interact with 
the system by invoking public REST APIs or using various 
communication protocols to communicate with the primary 
microservice. They send their requests to the primary 
microservice and wait for responses. 

The storage repository for user code, which contains the 
essential business logic, is located within the Node.js 
framework ecosystem of the primary microservice. 
Developers can create user code according to their preferences 
and specific requirements. 

IV. DEPLOYMENT AND BUILD PROCESS OF THE PROPOSED 

NODE.JS FRAMEWORK 

The build process consists of two separate stages. The first 
step involves deploying all the replica microservices and the 
primary microservice code. In this example, the source codes 
for both the primary and replica microservices are stored in 
two separate GitHub repositories. These GitHub repositories 
are connected seamlessly to their respective machine 
instances through cloud provider tools. The processes for 
deploying the primary and replica microservices are illustrated 
in Fig. 3 and Fig. 4. 

 

Fig. 3. The process of the deployment of primary microservice 

 

The deployment process follows a straightforward 
sequence. When developers create a pull/merge request from 
the development branch to the main branch, they review and 
merge it. After the merge, the developer's defined CI/CD 
(Continuous Integration/Continuous Deployment) pipeline is 
triggered. Subsequently, an event hook is sent to the cloud 
provider, instructing it to start loading the source code from 
the GitHub repository. Once the code is successfully loaded, 
the build and initialization process begin. It's crucial at this 
point to have the IP/DNS addresses of all replicas known. 
During the initialization phase, all replicas are validated 
through ping events. After successfully validating the replicas, 
the primary server is initiated and ready to handle user 
requests. 

A test project was initiated to evaluate the proposed 
Node.js framework and analyze the outcomes. The current 
tests primarily focus on assessing the concept of primary and 
replica deployment, the distribution of user code, and the 
communication processes between the primary and replica 
microservices. It's worth noting that these tests do not cover 
aspects like load testing, network latency evaluation, or data 
transfer speed assessments. 

Two GitHub repositories were set up for these tests, 
designated for the primary and replica microservices. The 
initial test suite includes one primary microservice and three 
replica microservices. The initial tests evaluated the primary 
and replica microservices locally, running on the same 
machine but on different ports. The primary and replica 
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microservices were deployed to the cloud service provider 
Heroku in a subsequent test. 

 

Fig. 4. Process of the deployment of replica microservice 

The primary objective of the test project was to confirm 
the validity of the architectural framework. This included 
evaluating the connections between various services and 
determining whether the framework could independently 
distribute and execute code for each microservice. While the 
project did not involve the implementation of specific 
business logic, interactions between the services were 
included to assess their communication capabilities. 

V. RESULTS 

Results were collected for further analysis after 
successfully implementing the proof-of-concept and 
conducting subsequent testing. The initial test involved 
running both the primary and replica microservices locally. 
One primary microservice and three replica microservices 
were successfully initiated. All three replica microservices 
were pinged during the initialization process to confirm their 
availability. Since all of them were on the same machine, they 
were easily accessible. Following this, the primary 
microservice seamlessly shared the user code with each 
initialized replica microservice, ensuring that all replicas were 
prepared for code execution. 

A series of three sequential test requests were sent to the 
primary microservice to evaluate the system's functionality. 
The first request invoked the user code from the first replica 
microservice. The primary microservice forwarded this 
request to the first replica microservice, waited for the 
response, returned the result to the primary microservice, and 
finally relayed it to the client. The second and third requests 
followed a similar pattern, each calling the user code from the 
second and third replicas. 

Subsequent tests explored the parallel execution of 
identical requests. The behavior remained consistent with the 
earlier sequential tests, except that the test requests were 
processed simultaneously. Similar behavior patterns were 
observed when the microservices were deployed, albeit with 

variations in the addresses of the primary and replica 
microservices. Additionally, an increase in network latency 
was noted due to deploying the microservices to the cloud. 

CONCLUSION 

The development and validation of a Node.js framework 
designed to simplify code sharing and automate execution 
across multiple distributed machines have been successfully 
achieved. This proposed approach represents that developers 
can streamline their work processes by maintaining a single 
codebase containing all the essential business logic. It 
eliminates the need to manage separate repositories for each 
microservice. This approach significantly reduces the 
complexity of overseeing source code for various 
microservices within a distributed system. Moreover, the 
proposed Node.js framework enhances efficiency by 
automating the processes of code sharing and execution 
among microservices. Developers now have the flexibility to 
choose the number of replica microservices required, with the 
option for horizontal scaling also available. 

To further advance this research, future investigations 
could explore optimization opportunities for communication 
protocols between microservices. Additionally, examining 
strategies for managing solution architectures featuring 
multiple primary microservices connected through load-
balancing mechanisms could be beneficial. Further 
refinements of the automated code scaling and execution 
processes across a network of distributed machines could also 
be explored. These potential areas for research and 
improvement hold promise for enhancing the capabilities and 
adaptability of the proposed Node.js framework. 
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Abstract — This investigation focuses on the examination 

and experimentation of the Haar cascade classifier technique for 

facial recognition. The study additionally rationalizes the 

selection of the algorithm and furnishes an account of how the 

system's implementation, utilized for the analysis, was carried 

out. Throughout the study, the developed system underwent 

testing using a set of facial photographs that encompassed a 

variety of attributes, including differing distances from the 

camera, diverse lighting conditions, and varied facial 

orientations within the camera's field of view. A thorough 

evaluation of the test outcomes was performed, leading to 

conclusions that shed light on the essential considerations in the 

design and application of facial recognition systems, aiming for 

optimal accuracy. 
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I. INTRODUCTION 

Advancements in the realms of automation, robotics, and 
artificial intelligence have ushered in an era of unprecedented 
convenience in human life. However, this technological 
progress has also been accompanied by an increasingly hectic 
lifestyle, leading to a heightened interest in security-focused 
technologies. Individuals across the globe are now utilizing a 
diverse array of security systems to safeguard their homes, 
vehicles, workplaces, mobile devices, laptops, and more. 
These security systems leverage a plethora of cutting-edge 
technologies, including remote keyless access, near-field 
communication, touchscreens, as well as biometric or multi-
biometric systems. Notably, biometric systems stand out as 
the pinnacle of efficiency and accuracy, offering an elevated 
level of security [1]. 

Within the realm of biometric systems, the automatic 
recognition and detection of faces have emerged as a pivotal 
area of research and development. This innovative technology 
draws upon the principles of computer vision and image 
recognition, enabling the identification of individuals by 
comparing facial features with an extensive database of 
known faces. Beyond its primary role in security, facial 
recognition technology finds application in an array of 
domains, such as user authentication, criminal investigations, 
video surveillance, robotics, and the medical sciences [2]. 

Facial recognition technology has seamlessly integrated 
itself into modern applications, spanning from access control 
and security systems to personalized user experiences [3,4]. 
Among the various techniques employed for face detection, 
the Haar cascade classifier method has garnered widespread 
acclaim for its remarkable efficiency and accuracy [5,6]. In 
this scientific endeavor, we present the implementation of a 
facial recognition system founded upon the Haar cascade 
classifier method, executed on the versatile Arduino platform. 

The convergence of facial recognition technology with 
Arduino, a widely accessible microcontroller board, ushers in 
an era of new possibilities for real-time and embedded face 
detection applications. Traditionally, facial recognition 
systems demanded substantial computational resources, but 
recent strides in hardware capabilities have rendered it 
feasible to deploy these systems on low-power 
microcontrollers like Arduino. 

The initial phase of real-time automatic face recognition 
and detection unfolds with the aid of a camera that captures an 
image. This image is subsequently subjected to a multi-step 
process that includes face detection, identification of regions 
of interest (specific areas within the image where operations 
will be conducted), feature extraction, and ultimately, the 
recognition of faces. 

Amidst the landscape of facial recognition and tracking 
systems, there exists a vibrant realm of research and 
development, where scientists from diverse corners of the 
world continually strive to devise, refine, and improve upon 
various approaches and algorithms. While machine learning 
models [7] and neural networks have achieved prominence 
within these systems, there exists a tapestry of alternative 
methodologies that remain under active exploration. Beyond 
the Haar cascade classifier method, which is the focal point of 
this scientific investigation, several other distinguished 
techniques warrant mention. These include Eigenfaces, 
Fisherfaces, and Local Binary Patterns Histograms (LBPH) 
[8]. Each of these methods exhibits distinct advantages and 
limitations, necessitating a careful consideration of their 
characteristics when devising specific facial recognition and 
tracking systems. 

In essence, this domain exerts an ever-increasing pull on 
research resources, year by year, with the aim of refining 
existing algorithms and fostering the emergence of entirely 
novel approaches. As technology continues to evolve, the 
potential for innovation in the realm of facial recognition and 
tracking systems remains limitless, offering a compelling 
arena for scientific exploration and development. 

II. METHODOLOGY 

The utilization of the Haar cascade classifier method as the 
foundation for our face recognition and tracking system has 
proven to be a highly efficient technique for the detection of 
faces within images. Central to this methodology was the 
employment of the pre-trained standard classifier, 
haarcascade_frontalface_default.xml, an integral component 
of the OpenCV (ver. 4.5.5) software package. This classifier 
is endowed with a meticulously crafted set of rules designed 
expressly for the purpose of face detection, rendering it an 
ideal choice for our study. 
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The system's prowess was rigorously tested by subjecting 
it to a battery of real-world scenarios, involving photographs 
captured from a webcam under varying conditions. These 
conditions encompassed different distances, lighting 
conditions, and an array of parameters, including photographs 
taken from diverse angles. The resultant dataset, replete with 
this extensive variety, served as the litmus test for evaluating 
the system's accuracy and robustness across a spectrum of 
challenging scenarios. 

To quantify the system's performance, we employed the 
“face detection accuracy” metric. This metric, defined as the 
ratio of correctly detected faces to the total number of images 
within the test set, provided a precise quantitative gauge of the 
system's efficacy. Each measurement entailed the capture of 
100 photographs, with the corresponding ratio meticulously 
calculated. 

The code implementation was carried out using the Python 
programming language and the OpenCV library. Given that 
Python was chosen as the programming language, the system's 
primary computational requirement included the installation 
of Python 3.x, along with the essential libraries such as 
NumPy. To ensure optimal performance, it is recommended 
to have a multicore processor with a clock speed of at least 2.0 
GHz or higher. Therefore, the computational requirements 
include sufficient RAM, with a minimum of 4 GB 
recommended for moderate image sizes 

Ultimately, the “face detection accuracy” metric emerged 
as the linchpin of our evaluation framework, affording a 
precise and quantitative measure of the system's effectiveness. 
This meticulous approach to testing and measurement 
underscored the success of our system and provided valuable 
insights for its further refinement and optimization.  

III. PREPARE YOUR PAPER BEFORE STYLING 

The sheer diversity of functionality within facial 
recognition systems underscores the inherent complexity of 
addressing users' distinct needs. Nevertheless, by examining 
common features and the fundamental nature of these 
systems, it becomes possible to distill a generalized algorithm 
that serves as the foundation for their operation. Stripping 
away peripheral functions such as gesture recognition or 
autofocus, the entire process of facial recognition and tracking 
can be distilled into a sequential framework, as illustrated in 
Fig 1. 

 

Fig. 1. The sequence of events in the face recognition process 

Among the myriad methods available for facial 
recognition and tracking, the Haar cascade classifier method 
stands out as one of the most effective. Particularly for an 
Arduino-based system that relies on a webcam for real-time 
image acquisition, the Haar method proves to be the most 
fitting choice. 

The Haar method operates by distinguishing between 
primary and secondary image features. Primary features 
encapsulate images of the objects to be detected, while 
secondary features represent combinations of primary features 

designed to enhance object retrieval accuracy [6]. To harness 
the power of the Haar method in object detection, an initial 
training phase is imperative. After training, the cascade 
comprises multiple classifiers, each assigned to a specific 
stage of object detection. 

The object detection process unfolds in stages. Initially, a 
cascade classifier is applied to determine whether an image 
contains the object of interest. If the classifier confirms the 
object's presence, the image progresses to the subsequent 
detection stage, where the next classifier comes into play. This 
iterative process continues until the final detection stage is 
reached. Each successive classifier operates on image regions 
identified by the preceding one, effectively excluding areas 
where the object was not detected. This intelligent cascade 
approach substantially reduces the number of regions 
requiring scrutiny at each detection stage, thus significantly 
accelerating the algorithm's performance. 

When benchmarked against alternative methods like 
Eigenfaces, Fisherfaces, or LBPH [8], the Haar cascade 
classifier method emerges as the pinnacle of accuracy and 
efficiency in facial recognition. Eigenfaces and Fisherfaces 
tend to suffer from overfitting issues and exhibit relatively 
sluggish processing speeds, while Local Binary Patterns 
Histograms often falter in the face of variable lighting 
conditions, resulting in diminished recognition accuracy. 
Therefore, the choice of the Haar cascade classifier method 
for facial recognition and tracking within an Arduino-based 
system is a judicious one, particularly when confronted with 
limited computational resources. 

The system used in the research was implemented and 
built on the Arduino Uno Rev3 microcontroller board based 
on the ATmega328P. Images were obtained from a Logitech 
C270 HD webcam operating in real-time mode, with a notable 
frame rate of 30 frames per second and a resolution of 1280 x 
720 pixels, rendering sharp and fluid video captures. During 
the project, research was conducted to analyze the 
implementation of the system that was created for facial 
recognition and tracking. An analytical review of existing 
systems that had already been proposed on the market was 
conducted, and a general algorithm of their operation was 
created. In addition, a list of hardware and software 
components necessary for implementing the intended 
functionality was selected. The structural diagram of the 
device is shown in Fig. 2. 

 

Fig. 2. The structural diagram of the device for face recognition and tracking 

In order to effectively process images captured by the 
webcam, the system was meticulously designed utilizing the 
Python programming language in tandem with the computer 
vision library, OpenCV. The complementary hardware 
infrastructure of the system was brought to life through the 
utilization of an Arduino Uno board, complemented by the 
incorporation of corresponding modules. As depicted in Fig. 
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3, this ensemble of hardware and software elements coalesces 
to form the operational framework for our facial recognition 
and tracking system 

 

Fig. 3. The appearance of the system for face recognition and tracking 

Delving into the algorithm that underpins this system, a 
detailed sequence of operations comes into focus. The process 
commences with the system's initialization, where it is 
imperative to reset the prior state of the servo motors, 
configuring them to a predefined standard position. This 
crucial preliminary step ensures that the servo motors embark 
on their task from a consistent starting point, thus establishing 
a level playing field for subsequent facial recognition 
endeavors. Only once this initialization process is complete 
does the system transition to the phase where it stands 
prepared to undertake facial recognition tasks. This 
meticulous attention to detail within the algorithm serves as 
the cornerstone of the system's reliability, guaranteeing that 
each recognition cycle begins on the same footing, fostering 
consistency and precision in the facial recognition and 
tracking process. 

In a successful facial recognition endeavor, a defining 
feature is the visual feedback provided to the user: a bounding 
rectangle artfully encapsulating the detected face. This 
graphical confirmation is not merely a functional element; it 
is an interactive and user-friendly facet that instills confidence 
in the recognition process. Beyond its aesthetic appeal, this 
rectangle serves as the foundational region for subsequent 
analysis and processing of the identified face. 

The critical pivot in this process is the adaptation of the 
servo motors' tilt angles based on the face's spatial position. 
This intricate stage entails the automatic and precise 
adjustment of tilt angles in such a manner that the system 
adeptly tracks the facial subject. Its core mission is to ensure 
that the face remains perfectly centered within the observation 
zone, regardless of the user's movements. This responsive 
action, initiated by the system, maintains the face within its 
field of view consistently. 

As a testament to its performance, comprehensive testing 
yielded remarkable results. The facial detection accuracy 
consistently exceeded 80%, even in the presence of diverse 
challenges such as varying distances of up to one meter from 
the camera, fluctuating lighting conditions (ranging from 
adequate to insufficient), and potential tilting of the face in 
both horizontal and vertical orientations. 

Moreover, the system's response time was found to be 
highly satisfactory, rendering it suitable for an array of facial 
recognition and tracking tasks. As depicted in Fig. 4, the chart 
illustrates the accuracy fluctuations of the facial recognition 
system across different distances from the camera, further 
elucidating the impact of lighting conditions. Evidently, 
accuracy dips with increasing distance and in subdued 
lighting. These trends can be attributed to the inherent 

challenges posed by reduced image quality at greater distances 
and the inherent difficulty in recognizing faces under 
suboptimal lighting conditions. Nevertheless, the system's 
overall performance remains commendable. 

 

Fig. 4. The accuracy of the system as a function of distance under normal 
and subdued lighting conditions 

Fig. 4 provides a comprehensive insight into the accuracy 
assessments of our facial recognition system, conducted under 
various conditions. These conditions encompass diverse 
distances from the camera and deliberate tilting of the faces 
both horizontally and vertically by 10 degrees. The data 
gleaned from these tests offers valuable insights into the 
system's performance under different circumstances. The 
discernible trend in the results is a decrease in system accuracy 
with an increase in the distance between the camera and the 
subject, as well as when the faces are tilted. These trends can 
be attributed to the pronounced shifts in perspective that occur 
as subjects move farther from the camera, resulting in 
alterations to the facial image's geometry. Similarly, tilting of 
the face introduces additional complexity, further challenging 
the system's recognition capabilities. 

To provide a more granular view of these findings, Fig. 5 
presents a graphical representation of the change in 
recognition accuracy with respect to distance, coupled with a 
10-degree horizontal and vertical tilt of the face. This chart 
underscores the impact of distance and facial orientation on 
recognition accuracy, painting a vivid picture of the system's 
performance. 

 

Fig. 5.  The chart of system accuracy changes relative to the distance during 
a horizontal and vertical tilt of the face by 10 degrees 

In general, the test results indicate that the accuracy of the 
facial recognition system depends on many factors, such as 
distance from the camera, lighting, and the angle of the face. 
These factors should be considered when designing and using 
a facial recognition system to achieve the highest accuracy. It 
is noteworthy that in both test cases, where lighting 
conditions were reduced and when the head was tilted by 10 
degrees, the facial recognition system ceased to recognize the 
face at an approximate distance of 240-250 cm from the face 
to the camera. This critical boundary highlights the 
importance of maintaining optimal conditions within these 
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parameters for the reliable performance of facial recognition 
systems.  

Having embarked on this research journey centered 
around a facial recognition and tracking system based on the 
Arduino microcontroller, we can glean several insights that 
pave the way for potential improvements. It is imperative to 
acknowledge that crafting an optimal system for facial 
recognition and tracking poses a formidable challenge, 
demanding mastery over a spectrum of tasks encompassing 
real-time data processing and system efficiency. The pursuit 
of such improvements, however, remains an ongoing 
endeavor fueled by the quest for technological advancement 
and enhanced performance. 

Firstly, the utilization of more robust microcontrollers with 
enhanced processing capabilities presents a promising 
avenue for improvement. Microcontrollers like the Arduino 
Mega or Raspberry Pi offer higher computational 
performance and power, enabling accelerated data processing 
and facial recognition tasks. Nevertheless, implementing 
such upgrades may face practical challenges. Integrating 
these more powerful microcontrollers might demand 
hardware modifications and software adjustments to harness 
their full potential.  

Secondly, upgrading the system's imaging component by 
employing a more advanced webcam with increased 
resolution and data transfer speed can significantly enhance 
facial recognition accuracy. A high-resolution webcam 
provides finer-grained image details, enabling the system to 
capture subtle facial features. However, this enhancement 
comes with its own set of challenges. Ensuring seamless 
integration of the webcam with the existing system hardware 
and software can be complex and may demand custom 
drivers or software development. 

Thirdly, to increase the system's speed, parallel data 
processing and asynchronous data transfer between the 
hardware and software parts of the system can be used. This 
reduces the time required for data processing and 
transmission between the parts of the system. With these 
improvements, more accurate and faster facial recognition 
can be provided, making the system more efficient and useful 
for use in various areas, such as security systems, video 
surveillance, advertising, and more. To ensure greater 
accuracy in facial recognition, neural networks and other 
machine learning algorithms can be used. For this purpose, it 
is necessary to have a large database of facial images used for 
training the neural network. After training the model, it can 
be used for real-time facial recognition.  

To attain greater accuracy in facial recognition, 
incorporating deep learning techniques, particularly 
convolutional neural networks (CNNs), is a promising 
avenue. However, this approach poses its own challenges and 
limitations. Developing and training a neural network 
necessitates a substantial dataset of facial images for effective 
model learning, which can be time-consuming. Furthermore, 
exploring deep learning technology introduces the need for 
careful consideration of computational resource allocation. 
CNNs, while capable of delivering precise results, often 
require substantial processing power and memory, making 
them less suitable for real-time applications. 

Overall, the facial recognition and tracking system based 
on Arduino microcontroller has great potential, but to ensure 
its greater efficiency and accuracy, more powerful 
microcontrollers, more productive programming 
environments, and optimization of data processing algorithms 
are necessary. 

CONCLUSION 

This scientific research project aims to investigate and 
evaluate the effectiveness of the Haar cascade classifier 
algorithm. To achieve this objective, a diverse sample of 
facial photographs was utilized, consisting of images 
captured at different distances from the camera, under 
different lighting conditions, and with different facial 
orientations within the camera's frame of view.  

The experimental results demonstrated that the Haar 
cascade classifier method is highly accurate (more than 80% 
of successful attempts) in recognizing faces under various 
challenging conditions, such as diverse lighting and facial 
orientations. In addition, the algorithm proved to be highly 
efficient and demonstrated effectiveness in systems with 
limited computational capabilities. Unexpectedly, during the 
testing of the system, intriguing results emerged that worth 
further investigation. The algorithm displayed a resilience to 
variations in facial expressions, indicating potential 
robustness in real-world applications where individuals may 
demonstrate a wide range of emotional states.  

Based on the findings of this research, it can be concluded 
that the Haar cascade classifier algorithm is a promising and 
effective solution for facial recognition systems. Moreover, 
the study uncovered various factors that can be considered in 
further improving the accuracy of the algorithm. To elaborate 
further, the Haar cascade classifier algorithm is a machine 
learning-based method that identifies facial features and 
patterns in digital images. It functions by analyzing a set of 
features, such as edges, lines, and corners, which are used to 
create a cascade of classifiers. These classifiers are then used 
to detect the presence of the facial features in an image. 
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Abstract — Improvement in Quantum Computing (QC) 

performance will allow us to solve a wide range of complex 

problems that classical computers of today can’t handle. 

Nowadays we feel closer to achieving a state of Quantum Utility 

(QU) than ever before. Importance for both academia and 

business to understand the current state of technology and 

tooling, their extensibility points along with perspective 

optimization algorithms are on the verge. The purpose of the 

article is to provide a structured analysis of existing progress in 

QC. It serves a purpose of a guide on where significant progress 

is expected in the upcoming years, outlines details about tooling 

to start doing experiments, and introduces Quantum 

Computing Optimization Middleware (QCOM) reference 

architecture as a backbone around which new building blocks 

are expected to be added in the upcoming years, e.g., industry-

specific enterprise connectors. The article reviews only the 

software stack, not considering opportunities for hardware as 

they seem to be much further away. This should help scientists 

and engineers to define a mental model of how to move forward 

to reach both mid and long-term goals toward QU. 

Keywords — quantum computing, quantum utility, quantum 

algorithm performance, Quantum Computing Optimization 

Middleware, error correction, qubit mapping. 

I. INTRODUCTION 

QC domain which includes hardware, software, tools, 
algorithms, etc. is usually perceived as more complex in 
comparison to classical technology. The knowledge base for 
the domain is limited and is mostly driven by research studies 
and technical documents of a few tools that were created by 
leaders of the industry. The next breakthrough in QC is going 
to happen at the intersection of algorithms (not high-level 
algorithms for solving specific problems from let’s say 
physics domain, but algorithms on the compilation level of 
quantum computing stack) and existing tools (programming 
languages, software libraries or compilators). These 
programming languages and compilers have knowledge 
instilled of how to manipulate physical qubits on specific 
hardware, translate them to virtual ones, perform error 
correction and expose a high-level interface that hides most of 
the complexity to allow efficient implementation of QAs.  

There is a number of publications around the basics of 
quantum computing and tools [1], publications that get under 
the hood of what is happening during compilation [2], studies 
of the performance of different compilers along with details of 
the tool that allow the combination of compilation steps from 
different vendors [3]. Also, studies that show optimization 
algorithms for circuit mapping [20], improvement of error 
correction [16], etc. 

Despite all that, it is hard to make a conclusion on how to 
contribute to progress on promising directions and approaches 
to achieve QU, a term coined by in [29] to characterize 
practicality of modern quantum processing units (QPUs). 
Details of technological interfaces in tools around which 
performance optimizations could be tried are not summarized. 
The same for compilation layer phases with details of potential 
optimization benefits along with nascent algorithms of each 
phase that could contribute to breakthrough.  

The purpose of the study is to analyze the current state of 
the industry and outline the most recent challenges and 
opportunities ascending in the field from the software 
perspective. This should help researchers and software 
developers to get a better feeling about potential ways of 
moving closer to what is called QU. 

II. METHODOLOGY 

Paper utilizes methods from qualitative research. Analysis 
of the most recent studies that have been conducted over the 
course of three years, to draw a picture of existing QC eco-
system state and potential points of breakthrough. Also, 4 
rounds of incremental interviews have been conducted with 3 
thought leaders. Upon completion of every round, interview 
responses have been shown to all participants. Based on 
results from previous round response answers for the next 
have been refined. This approach helps to focus on the most 
important aspects and crystalize thinking about each of them. 
Central role in the process has been taken by co-founder of 
Haiqu [33] - Mykola Maksymenko [34] who helped to distil 
the course of thinking about the most recent challenges in QC, 
and provided guidance on tooling along with approaches that 
could be used to measure the performance of experiments in 
the space. 

III. HOW TO APPROACH INITIAL ATTEMPTS OF QC 

PERFORMANCE IMPROVEMENT. EXTENSIBILITY OF 

COMPILATION PIPELINES. 

 In order to experiment with performance improvement of 
algorithms we need to get under the hood of compilation and 
customize different steps. As it is in every opinionated 
framework or tool, those choices are limited, but they 
significantly reduce overhead and allow to implement 
hypotheses quickly without a need to build a new compiler 
from scratch. From the other perspective it not going to work 
for more complex experiments. It is vital to provide a quick 
overview of some popular tools.  
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A. Qiskit Terra 

Transpiler provides extensibility points with its Transpiler 
Passes and Pass Manager [14]. The package allow us to write 
new transpiler passes (circuit transformations) and combine 
them with different existing passes, handling their order. The 
whole pipeline operates under the orchestrator 
(PassManager). It is responsible for communication between 
stages (passes) and their scheduling. It is worth mentioning 
various optimization levels provided through pre-defined pass 
managers that reflect additional complexity of compilation 
pipeline. There are optimization levels 0 to 3. The higher the 
number, the more optimized circuit will be generated. This 
number depends very much on actual hardware and of course 
on the algorithm.  

There is a number of frameworks and tools that extend 
capabilities and quality of Qiskit compilation tools.  For 
example, Fire Opal (one of the leading commercial product in 
quantum optimizations space) employs Qiskit's preset pass 
manager with optimization level 3 as its foundation and 
showcases consistent improvement of the result vs out-of-the-
box optimization. 

B. Qiskit Pulse API [22]. 

It is a pulse-level quantum SDK. This level allows more 
control when programming Quantum Hardware (QH). 
Achieving optimal QH performance necessitates 
instantaneous pulse-level instructions. Pulse delivers 
precisely that, empowering scientists to define experiment 
dynamics with precise timing. This SDK is particularly 
influential in enhancing error mitigation methodologies. A 
very insightful study of how Pulse API can be leveraged is 
provided in reference [19]. In this study, they utilized the 
Pulse API to practically evaluate numerically optimized 
error-robust pulses for implementing single-qubit gates on 
IBM's cloud-based quantum computers. The general concept 
of how API works is that arbitrary time-ordered signals 
(instructions) are provided as input, concurrently scheduled 
across multiple virtual hardware or simulator resources 
(channels). The system also facilitates the user in 
reconstructing the time dynamics of the measured output. 

C. Q# compiler extensions [23].  

 For those, closer to the Microsoft eco-system, custom 
compilation steps allow us to extend and customize the Q# 
compilation process similar to the Qiskit Transpiler approach. 
Similar to any compiler, the Q# compiler follows a sequence 
of compilation stages. The initial steps involve parsing and 
validating the Q# code, and generating a data structure that 
captures the compilation's state. Subsequent stages traverse 
this data structure to generate updated versions. These stages 
often involve tasks like simple optimizations, constant 
folding, loop unrolling, as well as function and operation 
inlining. With custom compilation steps there is a possibility 
to get into the pipeline of execution, so custom, more complex 
optimizations could be done. 

 This is not an extensive list of the tools with plugin points, 
but they are sufficient to start trying custom optimization 
approaches. 

IV. QUANTUM COMPUTING OPTIMIZATION MIDDLEWARE 

 Most of the studies today look at the QC process from the 
perspective of layered architecture which has been inspired by 
the OSI networking model [10]. Since 2012 things have 

changed in the field and today reasoning about QC algorithm 
solely from this perspective doesn’t provide detailed visibility 
of internals. 

 Q-CTRL pioneered the term “Quantum infrastructure 
software” [11] which they sell as a complex solution 
comparable to VMware, Citrix, and similar complex 
virtualization technologies in classical computing.  These 
systems are heavier. The purposes of those systems are 
different for quantum and classical computing. Virtualization 
is a layer over the operating system in cases where a 
hypervisor is used. In QC this layer is not present, so 
middleware seems to be a better word to reason about the 
concept. QCOM (Fig. 1) is a better term to describe a software 
layer that is responsible for the performance optimization of 
arbitrary QAs. It shouldn’t serve the purpose of doing 
commodity compilation/transpilation which is done via proxy 
QC Programming Framework (PF), but focus on enriching its 
capability, serving as a vitamin for researchers of QAs, to 
allow them to solve real-world problems with QC. It should 
be able to do optimization on both logical-level circuits and 
hardware circuits. The circuit processing in QC can basically 
be split into logical (higher-level theoretical computation) and 
physical (lower-level physical implementation) levels. A 
circuit at the logical level is defined using abstract, discrete-
time gates and classical computations executed in real time. 
This is transformed by a compiler into a circuit at the physical 
level, where quantum operations are realized using 
continuous, time-varying signals adhering to specific timing 
constraints. There is still an uncertain question of whether 
proprietary compilers could allow for sufficient flexibility in 
the long run, so potentially QCOM could be responsible for 
compilation until both product segments will mature and have 
better, more standardized interfaces between each other.   

 QCOM could be exposed as a package plugin for different 
QC libraries, which calls a complex optimization layer 

 

Fig. 1. Conceptual architecture of QCOM and its interactions with different 
QC tools, external components, and hardware. 

running in the cloud. This software layer will be driving the 
industry in the upcoming decade. It will be called one way or 
another, but there will be dozens of companies working on it 
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in some form, leveraging techniques from High-Performance 
Computing (HPC), Machine Learning (ML), and more 
classical QAs until the point of reaching QU where this 
component could grow into something else like let’s say 
native to QH firmware. 

A. Logical reductions.  

Refer to techniques or processes used to simplify or 
transform a quantum circuit or logical expression into a more 
concise or manageable form while preserving its 
computational equivalence or logic. These reductions aim to 
make quantum computations more efficient, understandable, 
or amenable to analysis. They involve identifying patterns, 
redundancies, or equivalent operations within the quantum 
circuit or algorithm and simplifying them without changing 
the outcome. Logical reductions can encompass various 
techniques, such as gate fusion, gate commutation 
optimization, constant propagation, gate cancellation, 
simplification of logical expressions, etc. 

B. Embedding to physical qubit graph.  

 Embedding to a physical qubit graph often referred to as 
qubit mapping or qubit allocation, is a crucial step in QC when 
running QAs on real quantum processors. The physical qubit 
graph represents the connectivity and layout of qubits on a 
specific quantum device. In quantum computers, qubits are 
not always fully connected to each other due to limitations in 
hardware design and qubit connectivity. This means that 
qubits can only directly interact with certain neighbouring 
qubits, and operations involving non-adjacent qubits need to 
be decomposed into sequences of single-qubit and two-qubit 
gates. 

There are a lot of opportunities at the current level. For 
example, the paper [20] uses the circuit template matching 
optimization method which accounts for connectivity 
constraints of different topologies. Method satisfies those 
constraints by cutting the number of gates. The impressive 
thing about it is that it outperforms Qiskit across not only one 
but various IBM hardware architectures. It could serve as a 
baseline for further research in the direction that could 
incorporate more complex algorithms.  Another family of 
approaches relies heavily on ML. Authors in the study [30] 
prove that it is possible for ML systems to learn based on 
historical data as there are many circuits executed on QH 
every day. These techniques are closer to cloud vendors which 
could instill that as part of their policy. Study [20] leverages a 
deep reinforcement learning approach that doesn’t rely on 
batches of historical data but could learn along the way. 
Reinforcement learning techniques strive to acquire an action 
policy that dictates the appropriate action to take based on 
specific observations of the current state. The goal is to 
maximize a cumulative reward function. Within the proposed 
framework, observations are derived by extracting specific 
attributes from the quantum circuits at each state. 
Furthermore, a sparsely defined reward function is employed 
to indicate the achievement of a final state and subsequently 
assess the "quality" of the resulting circuit. This assessment 
could pertain to factors such as the resulting gate count, circuit 
depth, or anticipated fidelity.  

Paper [9] concentrates on the problem of qubit routing 
leveraging a new decomposition approach based on the 
capabilities provided by integer programming, which also 
shows positive intermediate results. Qubit mapping focuses on 
the logical-to-physical qubit assignment, ensuring that the 

quantum circuit's logical qubits are placed on available 
physical qubits. Qubit routing, on the other hand, involves 
determining the pathways that qubit states will take as they 
move through the hardware during gate operations.  

 Research in that direction has been booming over the last 
couple of years with a lot of studies that use different 
approaches, so it is expected that it’s going to have a near-term 
impact on reaching the state of QU. 

C. Optimizations.  

This is a layer that is responsible for the optimization and 
simplification of quantum circuits, particularly for near-term 
quantum devices with limited resources and high error rates. 
Some of the techniques that could be used: 

• N-Qubit Blocks Clustering. This refers to the 
grouping or clustering of multiple adjacent or non-
adjacent qubits that interact together in a quantum 
circuit. Clustering qubits that frequently interact in the 
circuit can reduce the need for repeated qubit swaps 
or additional gates, which can help mitigate errors and 
improve circuit performance. By optimizing the 
arrangement of qubits based on their interaction 
patterns, joint n-qubit blocks clustering aims to 
enhance the efficiency of quantum computations. 

• 1-Qubit Optimization. This involves optimizing and 
simplifying the operations applied to individual qubits 
(1-qubit gates) within a quantum circuit. By 
minimizing the number of gates or finding gate 
sequences that are more robust against errors, 1-qubit 
optimization aims to improve the overall quality of 
the circuit. Effective 1-qubit optimization techniques 
can lead to more reliable quantum computations, 
especially on noisy devices. 

• Blocks Consolidation. Refers to the process of 
identifying sequences of gates that can be combined 
or condensed into more efficient operations. By 
identifying patterns or sequences of gates that can be 
optimized, blocks consolidation reduces the overall 
gate count and complexity of the circuit. This can 
result in faster execution times and reduced 
susceptibility to errors. 

These concepts collectively contribute to making quantum 
circuits more suitable for execution on near-term quantum 
hardware. They address challenges posed by limited qubit 
connectivity and noise. The goal is to create more compact, 
efficient circuits that can be executed with higher fidelity on 
currently available quantum processors. 

D. Error correction cross-cutting concern.  

 In traditional software architecture, the cross-cutting 
concern is referred to a specific aspect of software that spans 
several logical layers of an application (logging, 
authentication, .etc). In QC error correction techniques are 
applied on every layer of program compilation and even as 
part of post-processing after QA execution, so it is a good 
candidate to be considered as one of the most important cross-
cutting concerns of quantum software architecture. 

Noise and errors in QH are one of the core challenges that 
arise due to the delicate nature of quantum systems and the 
influence of their surrounding environment. Considering that 
there are a lot of factors that cause errors it is worth 
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summarizing what strategies could be considered to deal with 
them: 

a) Error Suppression. Techniques aimed to prevent 
errors from happening. They reduce the likelihood of 
hardware error while quantum bits are being manipulated or 
used for memory storage. It leverages the nature of quantum 
control. More details could be found in a study [16]. Also, 
ML could help to increase the robustness of quantum gates 
[17]. Other strategies are described in [18] [19]. Most of the 
studies are done by the Q-CTRL team. The assumption is that 
they use those approaches as part of their commercial product 
FireOpal. This strategy is not effective for problems like 
“Energy Relaxation”.  

b) Error Mitigation. Errors could happen during 
algorithms execution and while measuring output. Various 
approaches have been devised to address them, aiming to 
enhance outcomes through postprocessing. These strategies 
encompass diverse methods such as randomized compiling, 
measurement-error mitigation, zero-noise extrapolation, and 
probabilistic error cancellation, yet they exhibit shared 
implementation principles. In general, error mitigation 
strategies entail running numerous slightly varied iterations 
of a target algorithm and subsequently combining outcomes. 
The adjustments made to the circuit can either be randomized 
or follow a predetermined algorithm. Some form of this is 
used in a leading product of Q-CTRL - FireOpal. But due to 
the high costs of running algorithms several times, for the 
time being, it is a less effective strategy in comparison to 
Error Suppression strategies.  

c) Quantum Error Correction. This strategy entails the 
creation of algorithms that are aimed to identify and fix 
errors. In general, they work by implementing redundancy, 
distributing the state of qubits to other qubits. Then by 
checking helper qubits, it is identified whether an error 
happened or not. If yes, the correction could be applied. A 
huge disadvantage is the number of qubits that are required. 
As we all know, the number of qubits is very limited in 
today’s hardware. So as of today, this is not a very effective 
technique until better approaches are found. This is a huge 
opportunity for “rockstar” researchers. More insights on the 
approach could be found in [15]. 

 Thorough examinations have revealed that quantum error 
suppression currently offers the most compelling 
demonstrated advantages and optimal adaptability for 
integration with error mitigation and quantum error 
correction, culminating in outcomes that exceed the 
cumulative impact of individual components. Details on the 
success of their combination could be found in [18].  

Also, recently in important milestone has happened [35]. 
The key discovery of research lies in achieving an error 
threshold of 0.8% for quantum error correction. This threshold 
is of paramount importance as it establishes the maximum 
error rate that a quantum system can withstand while still 
performing precise computations, as outlined in the research 
paper. This achievement places the protocol on par with the 
well-established surface code, which has held the highest error 
threshold for nearly two decades. The protocol has been 
developed around a family of Low-Density Parity-Check 
(LDPC) codes, renowned for their high encoding rate. It 
employs a comprehensive procedure for implementing fault-
tolerant memory, which involves the measurement of 

syndrome cycles. These cycles require ancillary qubits and a 
specific circuit structure comprising nearest-neighbor 
controlled-NOT (CNOT) gates. From a technical perspective, 
the connectivity between qubits is organized in the form of a 
degree-6 graph, comprised of two edge-disjoint planar 
subgraphs. A practical demonstration illustrates that the 
protocol can maintain the integrity of 12 logical qubits across 
10 million syndrome cycles, utilizing only 288 physical qubits 
with a 0.1% error rate. In contrast, achieving similar error 
suppression using the surface code would necessitate over 
4000 physical qubits. The practical implications of this 
research are substantial, particularly for near-term quantum 
processors. The protocol's efficiency and compatibility with 
existing quantum hardware present a potential pathway to 
bridge the divide between current QC capabilities and the 
ultimate objective of fault-tolerant quantum memory. 

E. Cross-platform adoption. 

Layer that is responsible for building an abstraction over 
different hardware implementations. It is more of an 
enterprise, nice to have feature, so we are not covering it in the 
scope of this analysis. 

F. Machine instructions.  

The translation from quantum gates to pulse-level 
instructions is a complex and crucial step in making QAs 
executable on real hardware. It requires a deep understanding 
of the physical properties of the qubits, noise sources, and 
control mechanisms. Incorporates the following phases: 

• Gates to Pulses (Gate Decomposition). The process 
begins by translating abstract quantum gates used in 
QAs into specific sequences of physical gates that are 
available on the QH. These physical gates are then 
further translated into corresponding time-varying 
signals (pulses) that control the behaviour of qubits 
during gate operations. Translating gates to pulses 
involves calibration and characterization processes to 
fine-tune the parameters of the pulses. 

• Timing Resolution. Timing resolution involves 
determining the precise timing intervals for applying 
pulses to qubits during gate operations. High timing 
resolution ensures accurate execution of gates, 
reducing the likelihood of qubits losing their quantum 
states due to timing errors. 

• Pulse Optimization. Pulse optimization focuses on 
finding the optimal pulse shapes, durations, and 
timings to achieve desired gate operations. 
Optimization techniques, often involving classical 
computations, are used to minimize errors and 
improve gate fidelity by shaping the pulses in ways 
that mitigate noise and imperfections in the hardware. 

• Control Flow Optimization. Involves enhancing the 
sequence of quantum operations (quantum gates) 
within a quantum circuit to optimize its execution 
efficiency and mitigate errors. Quantum control flow 
refers to the ordering of quantum gates and the 
management of quantum states as they evolve through 
the circuit. Optimizing control flow in quantum 
computing aims to improve gate fidelity, reduce 
decoherence effects, and enhance the overall 
performance of quantum algorithms. Gate fusion, gate 
reordering, optimal control sequences, etc. are some 
of the examples of techniques used on this level. 
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This integrated process ensures that QAs are translated 
into executable instructions that account for physical 
hardware constraints, timing precision, pulse optimization, 
and control flow considerations. The goal is to maximize the 
reliability and efficiency of quantum computations on real 
quantum processors. 

 As part of this chapter comprehensive overview has been 
provided of steps that should be considered when building 
custom QCOM for both commercial and scientific purposes. 
In the next chapter, we will talk more about tooling, that 
allows us to implement those fine-grained manipulations. 

V. TOOLING TO GET INTO THE AGGRESSIVE SCIENTIFIC 

RESEARCH OF QC OPTIMIZATION. THE BACKBONE FOR 

BUILDING QCOM 

Continuing the discussion of extensibility, none of the 
tools have good support for developing next-phase technology 
for QC. Despite some extensibility points, they don’t offer 
enough control of QH and algorithms execution. Interaction 
only on the gates level abstraction doesn’t provide the ability 
to manage lower-level control sequences with the purpose to 
do calibration, error mitigation, and characterization. 
Therefore, it becomes imperative to possess the capability to 
regulate the timing and establish links between quantum 
instructions and their corresponding pulse-level executions 
across different physical implementations or technologies 
used to create and manipulate qubits in QC. Timing features 
are especially important for the characterization of 
decoherence, crosstalk [24], dynamical decoupling [25], etc. 

 All those features are present in OpenQASM (Open 
Quantum Assembly Language) [26]. As a programming 
language, it is designed to serve the purpose of intermediate 
representation (IR). It is used by upper-tier compilers to 
interact with QH, enabling the depiction of an extensive array 
of quantum operations along with classical feed-forward flow 
control based on measurement results. It natively supports 
abstractions of logical and physical levels via specific 

 

 

Fig. 2. The compilation and execution model of a quantum program,  and 
OpenQASM’s place in the flow [26]. 

 

semantics. Control flow instructions can be used to program 
repeat-until-success algorithms [27] and magic state 

distillation protocols [28]. There are also many other examples 
that show the potential of OpenQASM to get us closer to QU. 
Gate modifiers are another important mechanism that allows 
the creation of new gates based on existing ones. For example, 
modifier for inverting ads more readability which greatly 
raises optimization opportunities (it is hard to understand 
context when gates are decomposed). 

A. Program execution flow (Fig. 2).  

Specific segments are classical, amenable to writing in 
classical programming languages for near-time execution. 
The quantum program generates a payload for execution on 
QPU. This data package encompasses expanded quantum 
circuits and external real-time classical functions. External 
real-time classical functions refer to computational tasks or 
functions that are executed using classical computing 
resources, outside of the QPU. OpenQASM serves as the 
language for defining the quantum circuits, encompassing 
interface calls to external classical functions. There might be 
higher-order elements within the circuit data, subject to 
optimization prior to generating OpenQASM. An 
OpenQASM compiler can modify and optimize all aspects of 
circuits described through the IR, including basis gates, qubit 
mapping, timing, pulses, and control flow. The final physical 
circuit along with external functions is then processed by a 
target code generator to produce binaries intended for the 
QPU. Almost every aspect of program compilation could be 
controlled in detail. So as of today, OpenQASM can be 
considered a core tool for hard-core research of QC 
optimization and as a backbone for QCOM implementation.  

CONCLUSION 

This paper draws a picture of the current state of QC, 
looking into the most recent challenges and opportunities 
ascending in the field from the software perspective. QCOM 
conceptual architecture is proposed as an implementation 
backbone for optimization software spanning different layers 
of QA execution from trivial gate optimizations to more 
complex layout matching, manipulations on the machine-level 
instructions, and error correction. The motivation behind 
optimization on each layer is described along with interesting 
techniques that in combination increase the performance of 
the most popular tools like Qiskit. Analyses helped to identify 
priority directions for future research efforts, based on the 
recent progress in the industry, along with tools that could help 
to reach better control of quantum circuits execution. The 
proposed QCOM reference architecture aims to streamline the 
implementation of experiments and hypothesis testing in the 
field.  

As the next steps in the research, prioritized directions that 
crystalized during this phase could be tackled: “Embedding to 
physical qubit graph” and “Error correction” (on both circuit 
and hardware layers). They showed a significant level of 
opportunity to reach QU in the nearest years. Covered 
optimization routines in different combinations could be 
implemented based on QCOM architecture, using 
OpenQASM programming language, and benchmarked using 
the Arline Benchmarks [32] tool to measure performance 
increase in comparison to well-established tools like Qiskit, 
etc. This will help to reason about how far we are from 
reaching QU and what could be done to get closer to it. 
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Abstract — Overhead cranes have historically been used in 

manufacturing and their operation has relied on human control.  

However, accidents due to human error have occurred.  

Automated control provides an opportunity for the reduction of 

accidents.  The research presented in this article demonstrates 

the modeling and application of a partitioned nonlinear 

controller for the vertical lifting of loads.  The control system is 

modeled around the actuator and the weight of the load. The 

partitioned aspect of the controller allows for optimum 

performance while lifting a wide range of load weights.  

Simulation and experimental results were obtained for step 

inputs and trajectory following.  The results show critically 

damped to overdamped responses which were deemed desirable 

for safe operations.  It was concluded the actuator-centered 

approach to control could be implemented on existing cranes in 

manufacturing. Particularly, it could be desirable for the 

automation of pick-and-place operations. 

Keywords — Material Handling, Lifting, Crane Operations, 

Manufacturing, Automation and Control 

I. INTRODUCTION 

Cranes have long been used in the manufacturing and 
construction industries to aid in the transfer of material or parts 
from one location to another.  In manufacturing environments, 
the types of cranes that have historically been used are bridge, 
overhead or gantry style cranes.  Their operation often entails 
the hoisting of a load up vertically and then moving it laterally 
to a desired spot where the load is then lowered and placed.   

Because cranes hoist and lower loads with a cable, the load 
is susceptible to an undesirable swaying motion.  In addition, 
the load could fall freely if tension is lost in the cable.  These 
occur either through an external disturbance, unsmooth 
actuator motion, or collision with obstacles.  The potential for 
load sway and loss of cable tension requires operator 
supervision and challenges the use of automation to control 
the crane.  Historically cranes have been manually controlled 
by a human operator who can visually monitor and direct the 
movement of the load.  Motion is directed by the operator 
through the use of two-position manual controls. 

With the load prone to undesirable motion and the reliance 
on human supervision and control, accidents inevitably occur.  
As noted by Skiba [1], 90% of crane accidents in the United 
States can be attributed to human error.  Additionally, Milazzo 
et al. [2] noted that poor human performance accounts for 
approximately 70-80% of the detected problems in crane 
operation.   

The use of automation has the potential for improving 
safety and increasing the operational efficiency of cranes.  The 
research presented in this article demonstrates the application 
of a partitioned nonlinear controller for the vertical lifting of 
loads.  The work is novel because it presents an actuator-
centered control method that can be implemented on existing 
cranes found in material handling systems.  Unlike other 
approaches, the presented method allows for the weight of the 
load to be entered into the controller’s algorithm without 
affecting the gain settings.  Thus, optimum performance can 
be achieved for a wide range of load weights.   

Previous experimental work has demonstrated the 
advantages of advanced control strategies when lifting and 
lowering loads vertically [3].   Prior knowledge of the load’s 
weight or the ability to sense it at the start of a lifting operation 
was proven to be beneficial to a control system.  However, the 
application of a linear controls limited the systems 
performance.  Results from other works by Hermsdörfer et al. 
[4] as well as Polanen & Davere [5] have shown this to be true 
for humans as well as they lift objects.   

Similar work by Celis et al. [6] studied the performance of 
a two-pulley-cable system that was used to lift loads 
vertically.  The model for their study was based upon a design 
of an overhead crane. The study compared the system’s 
responses from a state feedback controller and a proportional-
integral-derivative (PID) controller commonly used in 
industry.   Although more complex, the state feedback 
controller performed better by reducing oscillations.  The 
authors concluded the PID controller generates unwanted 
behavior of the output when the system’s dynamics are of the 
second order or greater. 

Overhead, bridge and gantry style cranes use an overhead 
trolley to move in a 2-D plane motion while the load is lifted 
and lowered vertically by a cable.  The vertically motion of 
the load is controlled independently of the trolley’s motion.  
When transporting the cargo horizontally, the crane’s cable 
will swing.  Solutions involving feedback linearization by 
Tuan et al. [7] and Park et al. [8] have been presented to reduce 
the sway and improve the positioning of the cargo.  
Opportunity for further improvement to the control design was 
noted by Tuan et al. [7].   When the operation switched 
between lowering and lifting, the frequency response was 
different.  In addition, Park et al. [8] with their controller 
design noted a weakness with handling model uncertainty and 
the importance of precise control of the cable’s length. 
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Cranes are used for lifting loads in a way similar to how 
other machines such as elevators are used.  Elevators transport 
cargo vertically from one location to another and relay on a 
cable for the hoisting motion.  Naturally there is a demand for 
improved operating efficiency of these vertical lifting 
systems.  The demand for improvement can be met with 
advanced control systems and modeling.  Similar to cranes, 
elevators are systems with varying load weights and motion 
control requirements. Lin et al. [9] showed the importance of 
understanding these variations.  Similarly, work by Markon et 
al. [10] has shown the need for advanced and modern control 
strategies and how that can lead to optimum performance of 
elevators. 

Advanced nonlinear modeling and experimental work for 
the control of overhead cranes has been presented with recent 
works [11], [12], [13], [14], [15].  Most of these works 
addressed the control of vertical and horizontal motion with a 
particular emphasis on the minimizing the load swing.  Work 
by Bulín et al. [11] only addressed vertical motion but with 
attention to the dynamic interaction of the cable and the 
pulley.  The work presents a modeling technique called 
absolute nodal coordinate formulation.  Extensive work 
regarding nonlinear modeling and implementation of a 
controller was presented by Aguiar et al. [12] and Sorensen et 
al. [13].  Aguiar et al. presented a state-space fuzzy model for 
control and compared it to a quadratic controller.  Their 
modeling and experimental results showed the state-space 
approach provided smoother motion.  Sorensen et al. designed 
a controller that was comprised of three modules.  The 
separate modules detected & reacted to positioning errors, 
detected and rejected disturbances and used input shaping to 
reduce oscillation of the load.  When implemented on a large 
crane, the results showed a reduction of load swing.  Work by 
Khatamianfar and Savkin [14] used state feedback control to 
independently control each joint of the overhead crane. 
Feedforward control was used in conjunction with the joint 
controllers to compensate for disturbances.  With the use of 
real-time motion planning stable performance was observed.  
Sun and Fang [15] proposed a nonlinear control scheme that 
linearized the nonlinear dynamics.  Detailed modeling and 
analysis were conducted to design the feedback controller.  
The control law was developed by modeling the mechanical 
energy of the system.  Experimental results showed the load 
swing and disturbances were quickly suppressed. 

Other recent works only included modeling and simulation 
in their study of cranes [16], [17], [18].  Asad et al. [16] 
proposed a fuzzy proportional–derivative (PD) based control 
strategy.  The results were compared to a classical PD 
controller.  Santhi et al. [17] used a quadratic regulator to 
control the transfer and swing motion of the load.  The results 
were compared to a classical PD and PID controller which are 
commonly found in industry.  All of the modeling was done 
using MATLAB - Simulink.  The results presented by both 
Asad et al. and Santhi et al. showed improved performance 
over classical PD and PID control methods.  Lastly, He et al.  
[18] designed a cooperative control method to control the 
load’s position and regulate the swing or transverse cable 
deflection.  With numerical simulations the authors were able 
to verify stable and robust control.  When compared to a PD 
controller improved performance was demonstrated. 

II. MODELING AND SIMULATION 

Inspiration for the partitioned approach to control was 
from work by Craig [19].  For this presented work, once the 

dynamic model of the physical crane system was developed, 
the control-law partitioning scheme of the controller was 
applied and gains selected to provide a critically damped 
response.  A predicted response for the system was obtained 
through simulation using MATLAB – Simulink. 

The physical crane system consisted a cable-pulley 
assembly and a DC motor that had a spool attached directly to 
its shaft as shown in Figure 1.  As the spool was turned by the 
motor, the cable was retracted or fed through a system of 
pulleys.  The cable-pulley assembly provided a mechanical 
advantaged and allowed for the lifting of heavy loads.  The 
cable-pulley assembly consisted of an upper block of pulleys 
that was fixed in place and a lower block that was moveable 
and directly attached to the load.  The mass of the pulleys as 
well as their rotational inertia were considered negligible and 
not included in the model. In addition, any friction acting in 
their bearings was considered negligible because of the 
relatively low angular velocities the pulleys experienced as the 
load was raised or lowered.  Lastly, cable stretch was 
considered negligible as compared to the distance the load was 
raised or lowered. 

For our analysis, the coordinate systems and forces shown 
in the free-body diagram presented in Figure 2 were 
considered.  Examining the forces acting on the load of mass 
m, one can see that it is subject to only its weight and the 
upward force F.  The upward force F is provided by the cable-
pulley assembly.  Applying Newton’s 2nd Law of Motion 
yields Equation 1.  Solving for the force F yields Equation 2 
which shows the force is a function of the load’s acceleration ��  .   

  � � �� � ���     (1) 

  � � ��� � ��    (2) 

Considering the cable-pulley assembly shown in Figure 1 
and the free-body diagram in Figure 2, the position x of the 
load can be related to the angular position  
� of the motor’s 
shaft and spool.  The cable -pulley assembly has a mechanical 
advantage of n and the radius of the spool is R.  The 
mechanical advantage of the cable-pulley assembly allows for 
the lifting of a larger load with a smaller input force applied to 
the cable by the spool & motor.  This also means the spool & 
motor must move a greater amount of cable displacement 
through the pulleys than the load travels.  In summary the 
mechanical advantage of the cable-pulley assembly enables 
the use of less applied force but requires a larger displacement 
of the cable by the spool.  The relationship between the 
angular displacement of the motor & spool to the vertical 

 
Fig. 1. A sketch of the modelled system 
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position of the load is shown in Equation 3.   To obtain the 
velocity and acceleration relationships, Equation 3 must be 
differentiated with respect to time.  The resulting Equations 4 
& 5 provide the velocity and acceleration of the load as a 
function of the motor’s angular velocity and acceleration 
respectively. 

 

   � �  � ��   (3) 

   �� �  � � ��   (4) 

   �� �  � � ��   (5) 

With the acceleration of the load given by Equation 5, it 
can then be substituted into Equation 2.  This provides the 
lifting force from the cable-pulley system as a function of the 
motor’s angular acceleration as well as the mass of the load. 

  � � � �� � �� � � ��   (6) 

The load placed on the motor takes the form of torque.  To 
determine the torque, we first need to determine the tension in 
the cable.  This can be done by dividing the lifting force of the 
cable-pulley assembly by the mechanical advantage.  The 
torque ��  caused by the load can then be calculated by taking 
the tension in the cable and multiplying it by the radius of the 
spool as given by Equations 7 & 8.  

   �� �  ��
�� �   (7) 

  �� � �� �� �� �� ����
� � �   (8) 

Rearranging Equation 8 in the form of Eq 9 allows us to 
isolate the terms associated with the angular acceleration of 
the motor & spool.  This will aid us later to build our controller 
model. 

  �� �   �� 
� 
�� �  ���

�    (9) 

Referring to Figure 2, we can examine the free-body 
diagram of the motor & spool and develop an equation 
describing the motor’s torque.  From the Newton’s 2nd Law of 
motion in angular terms the torque �� provided by the motor 
is given by Equation 10.  Equation 10 includes the inertia 
torques from the rotor and the spool as well as the torque from 
the load �� .  The mass moment of inertia !" for the spool can 
be calculated using Equation 11 [20].  Further rearrangement 
and the substitution of Eq 9 into Equation 10 yields Equations 
12, 13 & 14.  Equation 14 provides the dynamic model of the 
physical system.  From Equation 14 we can see the torque 
produced by the motor is nonlinear.  The primary source of 
nonlinearity is the resulting weight of the load.  This is evident 

with the last term of Equation 14.  From Equation 14 it can be 
seen that the contribution to the motor’s torque by the load is 
always unidirectional.  

 �� �  !�
�� �  #�
�� � !"
�� �  ��   (10) 
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As presented by Criag [19], we will partition the controller 
into two parts.  The model-based portion will include all of the 
system parameters while the servo portion will only contain 
the controller gains and the error signals.  For the model-
based, the algorithm for control appears in the form of 
Equation 15.  The torque from the motor �� is set equal to a 
function contain the model parameters . & / and input from 
the servo  �0 .  The goal for the model-based portion is to 
cancel the nonlinearities of the system.  Thus, Eq 15 must be 
identical to the dynamic model presented in Equation 14.  This 
requires the model parameters to be established according to 
Equations 16 & 17. 

  �� �  .�0 �  /    (15) 

  . �  !� � !" � �� 
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With the establishment of the model parameters, the input 
from the servo �0must be set equal to the angular acceleration 
�� of the motor & spool as given in Equation 18.  In its stated 
form, Equation 18 is the angular equation of motion for a 
system with a unit mass moment of inertia.  In essence, the 
model-based portion of the controller has the effect of making 
the system appear to only have a unit mass moment of inertia.    

  �0 �  
��    (18) 

Since the we are seeking closed-loop control of the system, 
we will use the feedback of the angular acceleration, velocity 
and position and comparison to the desired values to establish 
the error signals 1, 1�, & 1�.  These are given in Equations 19, 
20 & 21 and will be used to establish the servo control law. 

  
2 �  
� � 1    (19) 

  
�2 �  
�� �  1�    (20) 

  
�2 �  
�� �  1�   (21) 

With the appearance of the system to have a unit mass 
moment of inertia, the servo portion will be designed to 
control it.  Equation 22 presents the servo control law.  The 
input into the model �0 is set equal to a function that contains 
the errors signals 1  & 1�  as well as their respective control 
gains 34 & 35 .  The additional term of the desired angular 
acceleration 
�2 is included.  Equating Equations 18 & 22 and 
then using the angular acceleration term instead of the input 
signal produces Equation 23 which then can be written in the 
form of Equation 24 with the use of Equation 21.  The 
differential equation shown in Equation 24 determines the 
closed-loop response of the system.  With the model-based 
portion all other terms have been cancelled. 

 
Fig. 2. A free-body diagram of the system 
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  �0 �  
�2 �  351� �  341  (22) 

  
�� �  
�2 � 351� �  341   (23) 

  1� �  351� �  641 � 0  (24) 

The block diagram of Figure 3 illustrates the system model 
and controller.  From the block diagram, one can see the servo 
portion resides outside of the model-based portion.  With the 
appropriate setting of the control gains, any desired response 
can be obtained. 

The predicted response of the system to a step input is 
shown in Figure 4.  The simulated system responded to a 
commanded signal to raise a 0.425 kg load 5 cm and then 
lower the load back to its original position.   

As can be viewed in Figure 4, the modeled system had a 
critically damped response and was uniform for the upward 
and downward motions.  This indicated the model-based 
portion of the controller cancelled the nonlinearity and 
performed as desired.  The predicted response time was 
approximately 1 second but this could be changed with a 
different set of gain values. 

III. EXPERIMENTAL SETUP 

The crane used for the experimental portion of the research 
is shown in Figures 5 & 6.  It consisted of a box frame with 
dimensions of approximately 0.67 m deep x 0.72 m wide and 
1.86 m in height.  The frame was constructed using T-slot 
aluminum extrusions and the corresponding connecting 
hardware.  All of the crane’s mechanical and electrical 
components necessary for automation of the lifting process 
were mounted onto the frame with the exception of the 
computer used for control and data logging.  The 
implementation of the controller was accomplished using 
MATLAB – Simulink.   

 

Lifting was accomplished by using a cable-pulley system 
shown in Figure 5.  The cable-pulley system consisted of two 

light weight pulley blocks and cable.  The upper pulley block 
was attached to the aluminum frame while the lower block 
was configured to allow for vertical movement.  A light 
weight cable was selected that had little very little stretching 
capability. The cable was threaded through the upper and 
lower pulley blocks in a manner that provided a mechanical 

advantage factor of 8.  The load consisted of known masses 
and were attached to the lower pulley block.  For the 
experimental work three different loads were used: 0.275 kg, 
0.425 kg and 0.575 kg. 

 In addition to the load, an Omega LD621 displacement 
transducer with a 0.3 m stroke was attached to the lower pulley 

block.  The displacement transducer functioned similar to a 
potentiometer (POT) and produced an 0-10 V signal that was 
proportional to the position of the lower pulley and load.    

The actuator used for the crane was a Pittman Express 12 
V brushed DC motor (model number 14203S010).  It was end-
mounted to the aluminum frame as shown in Figure 6.  
Attached to the motor’s output shaft was a shaft coupling.  The 
shaft coupling was modified to function as a spool for the 
cable.  

Actuation of the DC motor was accomplished with a servo 
amplifier.  With the use of the servo amplifier, a command 
signal of +/- 5V was used produce a desired motor torque ��.   
The electrical components consisted of Fairchild TIP 125 PNP 
& TIP 120 NPN Darlington Transistors, a Texas Instruments 
LF-412 Operational Amplifier and three resistors.   

 
Fig. 3. A block diagram of the system 

 
Fig. 4. The predicted response from the simulation 

 
Fig. 5. View of the cable-pulley system 

 
Fig. 6. View of the DC motor, servo amp, and the signal processing board 
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With an input voltage of 8*� the servo amplifier created a 
load current !� through the DC motor.  The relationship 
between the motor torque and the current passing through it is 
given by Equation 25 [19].  The motor torque �� is directly 
proportional to the load current !� .  The proportional constant 
k is the motor’s torque constant. For the DC motor used in the 
experimental setup, the torque constant k was 3.27 x 10-2 N-
M/A.  This was provided by the motor manufacturer. 

  �� � 6!�     (25) 

 

IV. RESULTS 

For comparison to the simulation model, the system’s 
response to a 5 cm step input was evaluated.  Upon initial 
testing a steady state error was observed.  The amount of error 
was approximately 20%.  This was based upon the crane being 
able to lift the 0.425 kg load a vertical distance of 
approximately 4 cm when prompted with a 5 cm step input.   
When lowering the same load, a similar error was observed.  
The source of the error was most likely unmodelled friction 
and mass of the cable pulley system.   

To correct the error an integral component was added to 
the control law of Equation 24.  The integral component 
continuously summed the amount of error present at each 
update cycle of the controller and multiplied it by a gain factor.  
However, to enable stability, two separate gain values were 
used.  One gain was used when a positive error signal was 
present and the other when a negative error signal was present.  
The positive error signal corresponded to raising the load 
while the negative error signal corresponded with lowering the 
load.  For the operation of raising the load, the value of gain 
selected was 0.25.   For lowering the load, the value of gain 
was 0.15.  These gain values were selected using empirical 
testing.  These two values of gain were intentionally chosen in 
order to move the load as quickly as possible but insure safe 
operation.  

Figure 7 presents the system’s response to 5 cm step 
inputs.  The step inputs were comprised of two raising and two 
lowering operations.  As can be seen in Figure 7, the system 
did achieve the desired output position each time.  The 
response can be described as critically damped but trending 
toward overdamped. It clearly was not underdamped.  The 
observed response would be desirable for automated cranes 
that conduct pick-and-place operations.  When compared to 
the response time in Figure 4, which presents the simulation’s 
predicted response, the response time in the constructed crane 
system was longer.  As can be seen in Figure 4, the predicted 
response time was approximately 1 second to lift or lower the 
load 5 cm.  From Figure 7, the observed response time for the 
initial lifting operation was approximately 5 seconds while the 
response time to the second lifting and all lowering response 
times was approximately 10 seconds.  It can also be observed 
in Figure 7 during the initial lifting operation, the system 
achieved approximately 80% (20% error) of the desired output 
in approximately the first second of lifting.  At that point the 
rate of change of the position with respect to time slowed.  
This was the point where the system began to rely on the 
integral component in the control law to correct the remaining 
error present.  As the value of the summed error continuously 
grew at each update cycle of the controller, the actuator 
responded with more motion until the desired output was 
achieved.  As discussed prior, the slower motion near the 
desired output position was desirable for safe and stable 

operation.  At the beginning of the initial lifting operation in 
Figure 7, the value of the summed error in the integral 
component was zero.  Once the system achieved its initial step 
position of 10 cm, the summed error in the integral component 
of the control law had a positive value.  The summed error 
remained present in the control law even though the current 
value of error was zero.  Upon the commanded step to lower 
the load to the 5 cm position, the summed error signal was 
initially positive due to the prior upward motion.  It took 
approximately 10 seconds for the summed error in the control 
law to grow to the required negative value that induced the 
additional motion in the actuator to completely overcome the 
remaining error present.  This was true for all motions after 
the achievement of the initial step in position.  When the 
direction of motion was reversed there was a longer response 
time to overcome the error present.  This was due to the 
summation of both positive and negative error that was fed 
into the integral component of the control law.  The longer 
response time as compared to the simulation model was a 
consequence of the integral component in the control law. 
However, for crane operations, the resulting slower movement 
can be beneficial and a key enabler for safe operations.  

Figure 8 presents the system’s response to following a 
manually generated trajectory.  As can be observed in Figure 
8, the system was able to track the trajectory.  However, 
adequate time was needed for the controller with its integral 
components in the control law to overcome error.  The initial 
movement upward was tracked very closely with a lag of 
approximately 1 second or less.  However, once the direction 
of the generated trajectory was reversed, a larger lag in the 
response emerged.  If the trajectory underwent two reversals 
in direction in a relatively short time period, there was a 
significant deterioration in the tracking accuracy. This is 
evident in the 20 – 30 second time region of Figure 8.  The 
desired position of the load was lowered from 15 cm to 8 cm 
in approximately 5 seconds.  From the 25 second to 30 second 
region of time the desired position remained at 8 cm.  The 
system responded by lowering the load but there was a delay 
of approximately 1-2 seconds in the response.  The delay can 
most likely be attributed to the summed error in the integral 
component and the time needed to overcome the error.  Before 
the system had positioned the load at the desired 8 cm, the 
desired position was raised to 13 cm beginning at the 30 
second time point.  At this point there was approximately 1 
cm of position error.  However, given enough time, the 
controller would move the load to the updated position in the 
desired trajectory as evident at the 40 second and 55 second 
time points in Figure 8.  The tracking of a trajectory was very 
good as long as the direction was not reversed.  Once reversed, 

 
Fig. 7. Response to step inputs 
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the trajectory generated must not change too rapidly for a 
reasonable amount of accuracy to be maintained.  

Similar results were obtained when the load was changed 
to 0.275 kg and 0.575 kg.  Thus, indicating the system’s ability 
to respond almost identically regardless of the weight of the 
load.   

From the experimental setup and results presented, it can 
be concluded that the actuator centered control method 
provided an acceptable level of performance for crane 
operations.  In addition, and because it is actuator centered, it 
could be implemented on existing crane systems found in 
manufacturing and construction.  Particularly, it could be 
desirable for the automation of pick-and-place operations.   

Applying the partitioned nonlinear controller allowed for 
the nonlinear elements in the system to be canceled by the 

model-based portion of the controller.  The critical damping 
response was dictated by the servo portion of the controller.  
By partitioning the controller, different load weights can be 
lifting while still achieving the same critically damped 
response. 

Because the approach to control was actuator centered, 
some friction and inertia elements within the physical system 
went unmodeled in the controller.  To address this, an integral 
component was added to the control law that resides in the 
servo portion of the controller. Although the integral 
component eliminated the error, the system responded slower.  
However, slow movement of the suspended load is often 
desirable in crane operations. 
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Abstract —A number of Automatic Dependent Surveillance-

Broadcast (ADS-B) applications is increasing every year. 

Nowadays each airspace user should be equipped with a 

transponder of mode 1090ES to identify itself in the air traffic. 

Vary of settings of on-board transponders provides a different 

list of parameters for sharing. The most common parameters 

include a unique identification code of user and a position report 

including latitude, longitude, and pressure altitude. Missing 

airplane orientation angles in ADS-B data set could be a 

problem for tasks of air traffic surveillance and airplane 

visualization in flight simulator software. Also, orientation 

angles could improve performance of trajectory filtering and 

prediction of airplane position in real-time data processing. In 

the paper, we consider calculation of pitch and heading angles 

based on trajectory data obtained by ADS-B. Also, analytical 

formulas for airplane orientation angles calculation based on 

ADS-B data are proposed in the paper.  ADS-B trajectory data 

usually are not synchronized and include multiple gaps. A linear 

regression model with B-splines functions is used for trajectory 

data interpolation for a given time series. Also, surveillance data 

are used for vertical and ground speed calculation. Calculated 

orientation angles and interpolated position data form an array 

of six Degrees of Freedom (6DoF), which is widely used in 

different visualization tools. 

Keywords — trajectory data processing, surveillance, ADS-B, 

Array 6DoF, civil aviation, airplane, orientation angles 

I. INTRODUCTION  

Surveillance is an important component of modern civil 
aviation system. Surveillance is provided with the help of 
different on-board and ground-based systems and sensors [1, 
2]. Services of air traffic control widely use ground primary 
and secondary radars to measure location of each airspace user 
[2, 3]. Automatic Dependent Surveillance-Broadcast (ADS-
B) is a modern surveillance technology that is considered as a 
main for various applications in the future air navigation 
systems. According to ADS-B any airspace user have to be 
equipped with specific equipment to transmit identification 
signal omnidirectionally. Anyone within a range of wireless 
communication link can receive this data and use it for its 
surveillance functionality. Shared by ADS-B data includes 
coordinates of airspace user position which is measured by on-
board navigation sensor and identification code of airspace 
user [4]. Each message of ADS-B is transmitted in open data 
format, therefore anyone could receive and decode it easily. 
Low-cost Software-Defined Radio (SDR) could be used to 
receive and collect air traffic data in real-time from airspace 
users located in the range of operation [5, 6]. Increasing role 
of ADS-B surveillance technology in future air navigation 
systems is a subject of cybersecurity analysis. 

Different degradation factors may act in ADS-B data [7, 
8]. Some of them could reduce performance of on-board 

positioning system, another can cause blocking digital 
messages data transferring channels [9, 10]. As an example 
interference with other digital messages issued at the same 
communication channel. Modified transponder of mode 
1090ES (Extended Squitter) is the most frequently used 
onboard equipment of ADS-B. This transponder uses a 1090 
MHz channel for data transmission. The 1090 MHz radio 
frequency is also used by secondary surveillance radars for 
range measuring and by Traffic Collison and Avoidance 
systems for addressed communication. The capacity of this 
data channel is highly limited in congested airspace with 
multiple users [11]. Thus, trajectory data obtained by ADS-B 
is not synchronized in time, which reduces the performance of 
surveillance data processing algorithms that are used in air 
traffic control. The accuracy of airplane coordinates obtained 
by ADS-B is associated with the performance of on-board 
positioning sensor. A receiver of the Global Positioning 
System is used as a primary navigation system on-board. 
However, in case of some faults, an inertial navigation system 
[12] or methods of positioning by navigational aids could be 
used [13, 14] based on criteria of maximum performance in 
some areas of airspace and meeting requirements of valid 
navigation specifications developed by air navigation services 
provider [15]. 

Another important problem connected with surveillance 
data is missed airplane orientation in air space. Euler angles of 
pitch, roll, and yaw compose a vector of airplane orientation 
in 3D space. Airplane position in latitude, longitude, and 
altitude together with angles of pitch, roll, and yaw form an 
array of six Degrees of Freedom (6DoF) [16]. Array 6DoF is 
widely used in different filters at the level of trajectory data 
processing to reduce level of noise in coordinates. Also, Array 
6DoF is required for precise simulation of air traffic and for 
automatic flight phase identification [17]. Array 6DoF is used 
in the airplane model to predict delays of each airspace user at 
a particular waypoint of preplanned trajectory.  

Array 6DoF is also required for airspace user flight 
visualization based on ADS-B input in different air traffic 
simulation tools. FlightGear, X-Plane, and other flight 
simulators could be used for visualization of 3D model of 
airplane trajectory for solving a variety of safety tasks [18], 
[19]. In this case, a full array 6DoF including complete series 
of data could be used [20]. ADS-B trajectory data includes 
readings at different times with changed periods. Therefore 
any ADS-B trajectory data should be synchronized in time by 
some math method of data interpolation. Then synchronized 
trajectory data could be used for orientation angles estimation 
and forming array 6DoF. 

Orientation angles are measured on-board by Attitude 
Heading and Reference System and can not be read by any 
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ground sensor. In the paper, we analyze a possible way for 
angles of pitch, and yaw estimation based on data transferred 
by ADS-B. Also, we use a linear regression model with spline 
functions to interpolate missing data to a defined time series 
with a constant period. 

II. TRAJECTORY DATA  PROCESSING  

According to ADS-B, airplane on-board transponder of 
Mode 1090ES transmits digital messages via an 
omnidirectional antenna system. These signals could be 
received by ground networks of SDRs, by a constellation of 
Low Earth Orbit satellite of ADS-B receivers, or by on-board 
equipment of ADS-B IN [21]. Communication data channel 
uses messages of 112 bits long. There are three main types of 
ADS-B messages [22, 23]: 

• Airspace user identification (includes identification 
call sign of airspace user and category of airplane 
used); 

• Surface or airborne position (includes latitude, 
longitude, barometric altitude, or GPS height); 

• Velocity (include vertical rate, ground, and airspeed); 

• Operational status and navigation categories of 
accuracy. 

According to the setting of on-board transmitter, different 
types of messages could be generated with different repetition 
frequencies. Each digital message includes a unique airspace 
user code of registration with the International Civil Aviation 
Organization (ICAO). The validity of successful data 
transmission is controlled by a cyclic redundancy check 
(CRC) [24]. 

Most parameters in ADS-B are transmitted in codded form 
to reduce the total length of data. After receiving a message of 
ADS-B with SDR it is decoded and saved in a database with 
a precise timestamp.   

In the common case database of received messages include 
ICAO identification code, latitude, longitude, barometric 
altitude, and timestamp of fixed data. A full airplane trajectory 
may include long gaps due to airplane placement out of the 
maximum range of wireless communication links. Many areas 
around the globe are still out of SDR coverage. Also, many 
messages could be broken during data transfer. As an 
example, a few trajectories of flights are presented in Fig.1 
based on ADS-B trajectory data. Detailed information about 
these flights is presented in Table I. 

 

Fig. 1. Common ADS-B trajectory data. 

TABLE I. PERFORMANCE OF ADS-B TRAJECTORY DATA SETS  

Flight 

number 

Departure/ 

Destination 

airports 

Airplane 

type 
Date 

Flight 

time 

hh:mm 

Dataset 

length 

UAE83 
OMDB/ 
LSGG 

B 777-
300ER 

15-May-
2023 

06:52 611 

DLH720 
EDDF/ 
ZBAA 

A340-
300 

15-May-
2023 

10:53 497 

UAE927 
OMDB 
/HECA 

A380-
800 

26-May-
2023 

04:09 234 

DLH760 
EDDF/ 
VIDP 

B747-
400 

2-June-
2023 

07:25 374 

DLH489 
EDDF/ 

MMX 
B747-8 

2-June-
2023 

11:46 1027 

THA921 
EDDF/ 
VTBS 

B777-
300ER 

2-June-
2023 

10:46 734 

Results in Table I show that poor ground network 
configuration (for these examples mostly in Asia) of SDR 
caused losing about 60% of data. For the case of THA921 on-
board transponder of ADS-B generates one message per 20 s, 
which should give 1908 data points for the whole trajectory. 
However, only 734 messages are available for data processing 
which is 38.5%. The full data series should include 38760 
measurements for each second of flight. Thus, before 
orientation angles calculation, it is strongly required to 
perform data recovery or interpolation for the required time 
series.  

There are two basic steps of airplane trajectory data 
processing. In the first one, trajectory data should be recovered 
for synchronous time series. A polynomial function of 
different orders or spline functions could be used for data 
interpolation for particular time series. Also, different tracking 
filters like αβγ filter or Kalman filter could be used to 
minimize errors in on-board positioning system [25, 26]. 

It is also important to note that trajectory data obtained by 
ADS-B is accompanied by barometrical altitude and 
geometrical height is usually missed. Barometric altitude is 
calculated on-board by results of static pressure 
measurements. This altitude is counted from the standard 
pressure isobaric line. During the airplane placed in the airport 
vicinity, a digital weather report could be used to get 
transformation of barometric altitude to GPS height. For other 
parts of trajectory different weather prediction models could 
be used to provide this transformation based on actual weather 
data [27, 28]. 

At the second step of trajectory data process, the 
parameters of airplane trajectory could be estimated by the set 
of synchronized position coordinates [29]. This task usually is 
solved in some local cartesian reference frame like North-
East-Up (NEU) coordinate system. A reference point of NEU 
is located at the body of reference ellipsoid (WGS84 model is 
commonly used). Z axis is tangential to the ellipsoidal surface 
and X is directed to the North. In the second step, parameters 
of trajectory are estimated: heading angles, ground and 
vertical velocities, and accelerations. In the case of real-time 
data processing, these parameters are used in the airplane 
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model to predict the time of arrival at each upcoming 
waypoint of a flight plan.    

Spline functions could be used for “filling the gaps” in the 
ADS-B datasets. A regression model with spline functions 
could be used for data interpolation in post-processing mode 
[30, 31]:  

F=BC,    (1) 

� = ���,����	 ⋯ ��,����	⋮ ⋮��,���	 ⋯ ��,���	� , � = ��� ���� ��⋯ ⋯�� ��
�,   

where p is a parameter that is interpolated; C is the control 
points matrix; B is basic functions. 

We propose to use the following form of basic function: 

��,���	 = �1 �� �� ≤ � ≤ ���� 0 �� �� > � > ����  
��,���	 = ��� � !"#$�� ��,���	 + � !"��� !"�� !$ ����,�����	,   (2) 

where τ is a spline function node; m, j are order and basis 
function numbers. 

Matrix of spline control points C is calculated with the 
help of available dataset X: 

� = ��&�	���&'.   (3) 

' = �(� ��(� ��⋯ ⋯(� ��
�. 

Interpolated by (1) the full sequence of data points could 
be obtained for any frequency, as an example 1 HZ or higher. 
Matrix X could include four columns of latitude, longitude, 
altitude, and time. It makes possible to obtain results of 
trajectory data interpolation for each second in matrix F 
simultaneously.   

III. ORIENTATION ANGLES ESTIMATION  

Airplane orientation angles could be measured on-board 
only [32] or estimated based on known coordinates of each 
point of considered trajectory and weather data along airplane 
trajectory for the Date Time of airplane flight.  

Orientation angles include angles of Roll, Pitch, and Yaw. 
These angles identify object (airplane) orientation at a 
particular point of airspace. Pitch angle orients airplane in a 
vertical plane based on a reference point in center mass. Yaw 
orients in a horizontal plane. In case, if Yaw angle is counted 
from the North direction clockwise it will coincide with the 
Heading angle [33]. However, yaw is a momentum angle from 
the previous value. Roll angle is a result of ailerons action and 
rotates along the longitudinal axis (front to back) of airplane 
body. Angles of pitch and heading (yaw) could be easily 
recovered from ADS-B data based on assumption of direct 
airplane movement on one side along the airplane trajectory.   

Airplane trajectory in latitude (φ), longitude (λ), and 
altitude (h)  should be transformed to ECEF: 

)*+*, = -(*+*,.*+*,/*+*, 0 = 1 �2 + ℎ	 456 7 456 8�2 + ℎ	 456 7 6�9 8:2�1 + ;�	 + ℎ< 6�9 7= , (4) 

2 = >?1 − ;�6�9��7	A�B.D
, 

where a is the equatorial radius of reference ellipsoid; e is 
eccentricity. 

Transformation to local NED/NEU reference frame could 
be performed as follows:   

)E*F = G?)*+*, − )*+*,,HIJA,  (5) 

G = �− 6�9 7HIJ 456 8HIJ − 6�9 7HIJ 6�9 8HIJ 456 7HIJ− 6�9 8HIJ 456 8HIJ 0− 456 7HIJ 456 8HIJ − 456 7HIJ 6�9 8HIJ 6�9 7HIJ
�, 

where )*+*,,HIJ is a reference point of NED system in ECEF;  G is a transformation matrix from ECEF to NED; 7HIJ and 8HIJ are latitude and longitude of a reference point of NED 

system. 

Pitch (θ) and heading (α) angles could be calculated based 
on geometrical relation presented in Fig. 2. 

 

Fig. 2. Geometrical relation in trajectory data. 

An algorithm for heading angle calculation is the 
following: 

if (K − (K�� > 0; .K − .K�� ≥ 0 

N = >O4�P QRS�RS#$TS�TS#$U; 

if (K − (K�� < 0; .K − .K�� ≥ 0 N = W + >O4�P QRS�RS#$TS�TS#$U; 

if (K − (K�� < 0; .K − .K�� < 0 N = W + >O4�P QRS�RS#$TS�TS#$U; 

if (K − (K�� > 0; .K − .K�� < 0 N = 2W + >O4�P QRS�RS#$TS�TS#$U; 

if (K − (K�� = 0; .K − .K�� > 0 N = Y�; 

if (K − (K�� = 0; .K − .K�� < 0 N = ZY� . 
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Pitch angle could be calculated as follows: 

[ = >O4�P \ ]S�]S#$^�TS�TS#$	_��RS�RS#$	_`. (6) 

If data are interpolated for 1Hz (for each second �K −�K�� = 16 ), then vertical velocity could be estimated as 
follows: 

ab = ]S�]S#$�S��S#$ .   (7) 

Ground speed could be estimated as follows: 

ac = ^�TS�TS#$	_��RS�RS#$	_
�S��S#$ .   (8) 

Total speed could be estimated as follows: 

a& = ^�TS�TS#$	_��RS�RS#$	_��]S�]S#$	_
�S��S#$ .  (8) 

In order to simplify calculation we move reference point 
of NEU coordinate system for each �� − 1	  point of trajectory 
data set during parameters calculation. It makes (K�� =0; .K�� = 0; /K�� = 0.   

IV. NUMERICAL DEMONSTRATION 

As an example let's use ADS-B trajectory data set for 
UAE83 flight operated by May 15, 2023 between Dubai 
International (OMDB) and Geneva Cointrin International 
(LSGG) airports. The main parameters of trajectory data are 
presented in Table I. Trajectory dataset includes only 611 
points. Interpolation by (1) gives 24720 data points (for each 
second of flight).   

Results of heading and pitch angles calculation by (6) are 
represented in Fig. 3 and Fig. 4 correspondently at Eastern 
European Time scale. Results of velocity estimation by (7)-
(9) are presented in Fig. 5 and Fig. 6. 

 

Fig. 3. Results of heading angle calculation. 

 

Fig. 4. Results of pitch angle calculation. 

 

Fig. 5. Calctulated vertical rate. 

 

Fig. 6. Results of velocity calculation. 

The whole flight mostly uses FL 320 as a cruise altitude. 
Thus a pitch angle is positive in the climbing process at the 
beginning and negative during descending at the destination 
airport vicinity. Also, pitch angle is strongly correlated with 
vertical velocity.  

CONCLUSION 

In the common case, the whole airplane trajectory 
obtained by ADS-B includes multiple gaps. Mostly these 
gaps are result of the poor coverage area of ground network 
of SDR. Data interpolation by linear regression model with 
spline functions gives a good result with simple formulas 
usage which requires low computation time. Proposed model 
(2) of B-splines basis function of second order guarantees 
continuity and smoothness of interpolated data that the best-
fit input trajectory dataset. Also, usage of a spline model (3) 
gives the full set of interpolated parameters (latitude, 
longitude, and altitude) in one iteration step that helps to save 
computation power.  Recovered the whole data set of a 
particular airplane trajectory for each second can be useful in 
surveillance data processing and analysis for ensuring the 
required level of flight safety. 

Angles of pith and heading can be easily recovered from 
trajectory data based on proposed in paper formulas. Also, it 
should be noted that airplane orientation angles are tense to 
external action of weather. Thus for accurate orientation 
angles calculation, a wind direction and wind speed are 
required along the whole airplane trajectory. Unfortunately, 
the roll angle could not be estimated correctly based on 
trajectory data only.   

Vertical, ground and total airplane speeds could be 
estimated based on trajectory data. Calculated by ADS-B data 
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orientation angles and airplane velocity are tense to errors of 
on-board positioning system and pressure altimeter. In 
further studies, we will study error models of calculated 
orientation angles and velocities.            
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Abstract — Nowadays geographic data (geodata) are used in 

a variety of applications. A compact position report (CPR) is one 

of the commonly used algorithms for reducing the size of 

geographic coordinates, which are represented in form of 

latitude and longitude. CPR grounds on automatic scaling 

technology which adobes the size of input data to the number of 

available bits for data storage. In the paper, we study adaptive 

bit selection in CPR based on precision of input data. The area 

of uncertainty rectangle and standard deviation error of 

positioning in horizontal plane are used to analyze the optimal 

number of bits. A confidence band of 99.7% is used to estimate 

error ellipsoid for geographic position holding. Also, 

performance of CPR algorithm is studied for different levels of 

input data precision. 

Keywords — geodata, compact position report, position, 

latitude, longitude, performance, coding, tracking, precision  

I. INTRODUCTION 

Geographic data are widely used today in different 
applications [1, 2]. Geographic data (Geodata) is associated 
with a particular point of location or affected area in space. 
Geodata is used in geodesy for precise location measurements 
of a group of objects, as well as different parameter 
measurements by vary of mobile sensors [3, 4]. Common 
cameras use geodata to put in output file descriptions of videos 
or pictures taken. Geodata helps to know exactly location of 
services and goods [5]. Most search engines use geodata to 
provide geo-oriented search of requited data, which gives 
more weight to services placed close to user location. 

Geodata plays a special place in the tracking of vehicles 
and moving objects in space [6]. It connects with continuously 
changed coordinates of object location in space. Passenger and 
cargo transportation use multiple geodata at different levels of 
vehicle control and monitoring [7, 8]. In air transportation, 
geodata is used for air traffic control, navigation, and 
surveillance to ensure the required level of flight safety [9]. 
Surveillance is supported with a different type of radars [10, 
11], which measure coordinates of each airspace user together 
with weather data [12]. Modern concept of Air Traffic 
Management requires each airspace user to be equipped with 
a specific transponder to share its position with all other users 
in open data format [13, 14]. On-board vehicle transponder of 
Automatic Dependent Surveillance-Broadcast (ADS-B) 
transmits vehicle identification and position reports with 
geodata [15, 16].  

Surveillance according to ADS-B concept considers 
measuring vehicle position by on-board sensors and sharing 
coordinates with a help of digital data link for any other 
airspace user omnidirectionally [17, 18]. ADS-B transponder 
is required for each airspace user and ground vehicle operated 
on the runway or taxiways of airport facilities. Ground 
implementation of ADS-B works the same as on-board 
including maintaining and operational data processing [19], 
[20]. Transponder of Mode 1090ES is one of the most useful 
ADS-B equipment worldwide.  

The most useful coordinate system for global geodata 
representation is Latitude, Longitude, and Altitude (LLA). 
LLA perfectly works for object localization near the surface 
of the Earth's ellipsoidal model. In most cases, angles of 
latitude and longitude are used for object localization in the 
surface of elipsoidal model (or projections on a horizontal 
plane) and altitude for Three Dimensional space. The latitude 
range of 180º and longitude of 360º are used to point objects 
on the global ellipsoidal surface. In common, accurate 
positioning required to use of 5 digits after a comma to 
guarantee position precision in a few meters. Most vehicles 
used today are moved in the local area only. Automotive, 
railway, maritime, and air transportation vehicles most time 
operate in the local area with low speed (in comparison to 
changing the whole range of coordinates) [21, 22]. Also, one-
trip tracking does not require to use the whole range of latitude 
and longitude. In this case, it does not make any sense to use 
the whole range of latitude and longitude to describe vehicle 
movement in order to save and archive trajectory data. 
Amount of space on server equipment for data storage directly 
depends on the number of bits required to hold digits of 
latitude and longitude coordinates. 

A compact position report (CPR) is used to reduce the size 
of space for coordinates data transferring and storage. There 
are different types of CPR algorithms [23, 24]. Common CPR 
grounds on division of latitude and longitude whole range into 
specific zones and applying coding for angles within 
particular zone by numbers with guided scale [25]. As an 
example, data transferred in ADS-B are coded by CPR which 
helps to reduce number of bits from required 45 (for the case 
of transmission data without coding) to 34 bits. In this case, 
CPR saves 11 bits in each digital message with no one 
negative impact on the precision of transmitted data.  

In the paper, we study performance of CPR algorithm and 
analyze accuracy reduction based on performance of input 
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data and the size of bits available for data storage. For the last 
decades, performance of positioning sensors is improved 
significantly. Therefore, the study of CPR algorithm operation 
with different precision level data is an important step to 
improve performance of tracking and geodata storage 
systems. 

II. COMPACT POSITION REPORTING ALGORITHM  

CPR is a multi-parameter coding and can be used for any 
sort of data. However, CPR is commonly used for operations 
with geodata in different tracking system designs. CPR 
divides the whole range for latitude and longitude into 
multiple small zones, and then codes data by coordinates in 
the local reference frame by a particular scale within a 
selected zone (Fig. 1). Note, that the local reference frame is 
not cartesian due to axes direction parallel to meridians and 
parallels. CPR does not use any information about zone. Zone 
number is identified automatically during decoding 
procedure. There are two basic types of zone identification: 
usage of a different number of zones and sequential zone 
number tracking. The first one uses two different amount of 
zones (usually called odd and even). Odd zone number using 
one zone less from even coding. As an example, CPR in 
ADS-B uses 60 zones for even and 59 for odd [26].  

 

Fig. 1. Coding data by CPR. 

During the decoding results of odd and even data are 
compared for each global rectangle. An actual zone is 
identified by minimum distance between even and odd 
decoded data (Fig. 2). Another approach is grounded on 
vehicle trajectory tracking and in case of vehicle operation 
near the perils of a rectangle such algorithms consider 
switching to neighbor zone by the closed distance between a 
precious position inside of known zone and current position 
with neighbor zones [27]. Thus, saving space in CPR is a 
result of using local reference frame which is associated with 
a particular rectangle.  

Geodata uses coordinates in LLA. Latitude is an angle 
between a line connected with user location on the ellipsoidal 
surface and equatorial plane. Latitude is in ranges from –90° 
at the South pole to 90° at the North pole, with 0° at the 
Equator. Zones of constant latitude create parallels, which are 
circles located parallel to the equatorial plane. 

Longitude is an angle between a line connected with user 
location and the prime meridian plane. Longitude is in ranges 
from –180°W to 180°E, with 0° at the Prime meridian. The 
number of longitude zones is different for each latitude zones, 
which reaches its maximum on the equatorial and minimum 
on the poles (Fig. 3).        

 

Fig. 2. Zone identification by distance between even and odd coded data. 

 

Fig. 3. Zones of longitude and latitude in CPR. 

Rectangle specified by a particular zone of latitude and 
longitude is used as a local reference frame with a particular 
scale for CPR coding. It uses a scale with 0 minimal limit and 
2n is an upper peril, where n is the number of bits available 
for coded value storage.  

Geodata in CPR is coded by fooling equation [28]:   

������ � �	
 ���		 �2� �������, ∆����
∆��� � 0,5� , 2��,  (1) 

�	���� � �	
 ���		 �2� �������, ∆����
∆��� � 0,5� , 2��,  (2) 

where lat and lon are input latitude and longitude of user 
position in degrees; Δlat and  Δlon are widths of latitude and 
longitudinal zones used; n is a number of bits used for data 
coding; mod() is function that returns the remainder after 
division of first value into the second one; floor() is a function 
which rounds to the nearest integer less than or equal to input 
value. 

The width of each zone is calculated by division of whole 
range of latitude and longitude into the number of zones used: 

∆��� �  !"
# ,    (3) 

∆�	� � $%"
��&� ,#'(���)�,   (4) 

where N is the number of zones on latitude side; NL() is the 
number of longitudinal zones for a particular zone of latitude. 

The number of zones in a longitudinal direction is 
calculated for each latitude zone separately as follows [29]:  
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*+(���) � ��		 � ,-
�.�/(0)�.  (5) 

1 � 1 −  4.�/�5
6�

.�/785 9:;
<=> ?

.   (6) 

 The maximum number of zones in longitudinal direction 
makes sense to use in double times bigger than in latitude one, 
due to the scale sizes proportion, latitude uses 180º and 
longitude uses 360º. 

Geodata coded by (1) and (2) is automatically zoomed to 
available amount of bits n. However, in the case, when number 
of bits is much lower than required, the precision of data 
transferring is reduced.          

III. PERFORMANCE OF CPR  

Performance of coded by CPR geodata depends on 
precision of input latitude and longitude measurements [30, 
31] and accuracy degradation caused by not correct number of 
bits used. A scale of local reference frame specifies resolution 
of CPR. Resolution of CPR can be represented as an area or 
elementary rectangle or by axes of ellipse with a rectangle 
inside (Fig. 4). 

 

Fig. 4. Uncertainty area of CPR. 

The sides of an elementary rectangle can be estimated 
based on arch length as follows: 

@�	� � � ∆���
,A ,  @��� � � ∆���

,A ,  (7) 

where elon is the length of elementary side in the North-South 
direction; elat is the length of elementary side in the East-
West direction; Δlon and Δlat are widths of longitude and 
latitude zones in radians; R is Earth radius (global average 
value is 6371 km).  

Uncertainty area can be calculated as follows: 

 BC � @�	� @��� � �, ∆���∆���
,A .   (8) 

Precision of CPR also can be analyzed with the help 
standard deviation of positioning. Uncertainty rectangle can 
be represented inside of uncertainty ellipse (Fig. 4). In this 
case, the smallest ellipse which includes an uncertainty 
rectangle is used. Semi-axes of uncertainty ellipse can be 
calculated from the known height and length of rectangle, as 
follows: 

    D � E���√,
, , � � E���√,

, ,   (9) 

where b is the semi-minor axis; a is the semi-major axis. 

Due to exactly known user location in the uncertainty 
rectangle, it makes sense to assume that most data are inside 
of uncertainty ellipse with a 99.7% length of confidence band. 
Based on the “3 Sigma” rule, standard deviations can be 
estimated as follows: 

   G& � �
$ � E���√,

% ,  GH � I
$ � E���√,

% ,   (10) 

GJ � KG&, � GH, � LE���7ME���7
 ! ,  (11) 

where σx is the standard error deviation in the North-East 
direction; σy is the standard error deviation in the West-East 
direction. 

A simple analysis of equation (11) gives that size of 
elementary rectangle has a direct influence on positioning 
performance. Therefore, in order to improve CPR 
performance, it is important to reduce values elat and elon.  

Another important component is the precision of input 
data, which means a resolution of measured data and accuracy 
of positioning sensor. Due to measurements in latitude and 
longitude being fixed on a cyclic scale, let’s analyze the 
uncertainty level caused by each precision digit. We use 
precision of latitude and longitude in digits of degrees after 
point to calculate the area of uncertainty rectangle by (8) and 
standard deviation of positioning error by (11). Result of these 
calculations is represented in Table I.   

TABLE I.  ANALYSIS OF INPUT DATA PRECISION  

No 
Precision 

level, [deg] 

Area of 

uncertainty 

rectangle, 

[km2] 

σp, 

[m] 

Approximate 

level of data 

precision 

1 10-1 123.6 1235.5 1 km 

2 10-2 1.23 123.5 100 m 

3 10-3 0.012 12.35 10 m 

2 10-4 1.2×10-4 1.235 1 m 

5 10-5 1.2×10-6 0.135 1 dm 

6 10-6 1.2×10-8 0.0124 1 sm 

7 10-7 1.2×10-10 0.0012 1 mm 

Obtained result indicate that coordinate data in format 
with four digits after point gives approximately 1 m precision, 
five digits – 1 dm, six digits – 1 sm, seven – 1 mm. Also, 
results of uncertainty area and standard deviation are 
presented in Fig. 5. 

 

Fig. 5. Precision of input to CPR data. 
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During selection of CPR settings, it is important to take 
into account the uncertainty area and standard deviation of 
input data for effective space usage. Values of input precision 
level should coincide with a precision of CPR. 

IV. EFFECTIVE CPR CODING  

Let’s analyze effective CPR coding for vehicle position 
measured in coordinates in latitude and longitude with 1 dm 
precision (five digits after coma), which is a common 
performance of multi-constellation global navigation satellite 
system for stationary object positioning.   

Results of the analysis uncertainty area for the range of 
total zones number from 30 to 100 and an available number 
of bits estimated by (8) are represented in Fig. 6.  

Results of standard deviation error analysis by (11) are 
presented in Fig. 7. Values of σp for range from 0.1 to 0.9 are 
required to meet requirements of 1 dm precision based on 
Table I. 

 

Fig. 6. Uncertainty area for CPR with different settings. 

 

Fig. 7. Standard deviation. 

Obtained results indicate that 18 bits of data are required 
for CPR coding of 1 dm precision of input coordinates 
without accuracy degradation. Results of CPR performance 
analysis for different precision levels, indicated in Table I, are 
represented in Fig. 8.  

 

Fig. 8. Standard deviation error correspondence to the precision level. 

Taking into account that the maximum data of longitude 
is 359º plus precision level, it is possible to analyze 
performance of CPR by the number of saved bits after 
applying codding. Results of common CPR coding 
performance is represented in Table II. 

TABLE II.  CPR PERFORMANCE  

No 
Precision level, 

[deg] 

Minimal number of bits 

Raw data CPR 
Saved number 

of bits  

1 10-1 12 8 5 

2 10-2 16 11 5 

3 10-3 19 14 5 

2 10-4 22 17 5 

5 10-5 26 21 5 

6 10-6 29 24 5 

7 10-7 32 27 5 

Raw data precision has been estimated as follows: 

�+ � 	C�
(�	N,(O)),  (12) 

where M is a maximum number in degrees ignoring float 
point. 

Obtained results indicate that CPR coding gives 
approximately the same space-saving capability for different 
precision levels. Five bits saving in each coordinate are 
double for the entire one-point position of geodata.  

CONCLUSIONS 

CPR is an important component of geodata 
representation. Modern algorithms of CPR coding are 
adaptive to space, which is available for geodata holding. 
However, effective CPR coding requires correspondence of 
CPR performance and accuracy of input coordinates. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

231 
 

Precision of input latitude and longitude data specify general 
CPR settings including number of bits required for data 
transition without accuracy degradation. Variety of CPR 
applications with different types of sensors used require 
segmentation correspondent size for CPR-coded data storage. 

Obtained results indicate that the decimeter precision of 
geodata requires at least 21 bits of data for CPR coding. In 
comparison with using raw data transmission of one 
coordinate for serve 359 degrees with five numbers after point 
requires at least 26 bits. Thus, CPR saves 5 bits for each 
coordinate, which gives saving 10 bits for storage of one point 
of geodata.  
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Abstract — In modern science and technology, remote 

studies and measurements are one of the main methods of 

analysis in many fields: natural sciences, national economy, 

climatology and others. At the same time, models of the surfaces 

are necessary tools that connect the parameters of this surfaces 

or objects with the electromagnetic fields that these surfaces 

emit or reflect. At present, in order to carry out practical 

measurements by remote sensing methods or simulation 

modeling of such experiments, first of all, it is necessary to 

choose a correct model of surface radiation or scattering. This 

stage of research is labor-consuming and time-consuming 

because of the necessity to go through a large number of model 

variants, to analyze the conditions of their application and 

relations between the parameters of measurement systems and 

characteristics of surfaces. This paper proposes a classification 

of surface models, a model selection algorithm, and a prototype 

of a software product for automating the process of selecting the 

relationship between the parameters of the investigated surface 

and the signals that are registered. 

Keywords — remote sensing, electrodynamic surface models, 

empirical surface models, radar measurements, radiometers 

I. INTRODUCTION 

Active [1] and passive [2] radioengineering remote 
sensing systems are currently used to solve many scientific 
and economic problems. For determining the humidity of the 
earth's crust [3]-[5], observing sea and ocean spaces [6, 7], 
researching climate changes of our planet [8, 9] and many 
others. In order to take into account the properties of the 
investigated surface when conducting practical experiments or 
modelling, it is necessary to know the relationship between the 
parameters of the investigated surface and the signals 
processed by the system. Moreover, the models of such 
connections are critically important when solving the inverse 
problem of estimating the parameters of an object or surface 
based on the signals registered by the radioengineering 
system.  

II. TYPES OF SURFACE MODELS 

All radio engineering systems can be divided into two 
large classes: active and passive. Passive systems 
(radiometers) receive the thermal radiation of surfaces, while 
active systems (radars) irradiate the surface or object under 
study and receive the reflected signal, which already contains 
information about the parameters of this research object. 
According to the different nature of the appearance of 
electromagnetic waves, there are also different characteristics 
that connect these waves and surface parameters. In the 
passive case, this characteristic is the brightness temperature, 
in the active case, it is the complex reflection coefficient or 
radar cross section. 

Also, all surface description models can be divided into 
electrodynamic (mathematical) [10]-[12] and empirical 
(practical) [13]-[19]. Mathematical models are well developed 
on the basis of the laws of electrodynamics and have been used 
for solving the problems of distance research for a certain 
period of time. Practical models are the result of specific 
experiments and are constantly being improved and 
developed. 

For both electrodynamic and empirical models, the model 
has certain conditions and limitations for use, in particular, 
according to operating frequencies (wavelengths), type of 
cover (with or without vegetation) and geometric 
characteristics [20]: root mean square height of roughness or 
spatial height of roughness, radius of curvature of 
irregularities and the radius of correlation of irregularities. 

In addition, there are models that allow taking into account 
the influence of the atmosphere on the propagation of emitted 
or reflected signals. And, as a separate task, the measurement 
of atmospheric parameters using remote sensing systems can 
be singled out. 

A. Electrodynamic surface models 

Electrodynamic models of the surface are not limited to 
any specific frequency range, but their use requires a very 
careful attitude to the relationship between the geometric 
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parameters of the investigated surface and the working 
wavelengths.  

Figure 1 shows the dependences of the brightness 
temperature of a surfaces with large irregularities on the 
viewing angles for horizontal polarization for a system with a 
working wavelength of 0.03 m. The following surface 
parameters were used: thermodynamic temperature 300 (K), 
physical part of the dielectric constant – 4, medium 
conductivity – 0.1 (S/m), r.m.s. roughness height – 0.3 m [11, 
21]. 

Figure 2 shows the dependences of the radar cross section 
of a surfaces with large irregularities with the same parameters 
on the viewing angles for horizontal polarization for a system 
with a working wavelength of 0.03 m. 

Since electrodynamic descriptions for surfaces with 
different characteristics (a flat surface without irregularities, 
a finely rough surface, a surface with large irregularities, a 
two-scale surface) can be applied both to describe the 
brightness temperature and to specify the effective scattering 
surface, this allows the use of such models for research of 
surfaces by complex measurements of both active and passive 
remote sensing systems. 

 

Fig. 1. Dependences of the brightness temperature on the viewing angle on 
the horizontal polarization. 

 

Fig. 2. Dependences of the radar cross section on the viewing angle on the 
horizontal polarization. 

B. Empirical surface models 

Table I shows the characteristics of some empirical 
models. 

 
 

TABLE I. TYPES OF SURFACE MODELS 

№ Model name 

Frequency 

range, 

GHz 

Terms of use 

 Brightness temperature 

1 Model tau-omega 4-8,8 
Vegetation is a uniformly 
absorbing and scattering 

layer above the soil surface 

2 
Sea surface model 
with foam 

9,3-34 

For a sea surface with foam 
(without taking into account 
atmospheric illumination) 

taking into account the 
wind speed 

3 Qp-model 6,9-36,5 Surface without vegetation 

4 Regression model 22,2-37,5 
To estimate the moisture 

content of a cloudless 
atmosphere 

 Effective scattering surface 

5 
Exponential 
model 

3-100 

Quasi-smooth surfaces, 
rough without vegetation 

and with vegetation, as well 
as snow and anthropogenic 

areas 

6 
Surface model 
with vegetation 

1-18 Surfaces with vegetation 

7 Dubois model 1,5 - 11 
Surface without vegetation, 
viewing angles from 30 to 

65 degrees 

 
Analytic expressions for models in Table I are taken from 

open sources and can be used to solve remote sensing 
problems. Of course, due to the large number of different 
types of land covers, such an analysis is very extensive, so in 
this paper only some models and only some their 
characteristics are given as an example [13]-[17]. 

In addition, there are models that allow taking into account 
the influence of the atmosphere on the propagation of emitted 
or reflected signals. And, as a separate task, the measurement 
of atmospheric parameters using remote sensing systems can 
be singled out. 

Despite the fact that the empirical models were obtained 
as a result of specific experiments and have fairly clear 
limitations in use, the paper made it possible to describe the 
same surface using the empirical Qp-model and the Dubois 
model. They are presented in Table I and they have an 
overlapping operating frequency range and can be applied to 
surfaces without vegetation. 

Figure 3 shows the dependences of the brightness 
temperature of surfaces described by the Qp-model on the 
viewing angles for horizontal (h) and vertical (v) polarization 
for a system with a working wavelength of 0.015 m. 

Figure 4 shows the dependences of the radar cross section 
of a surface described by the Dubois model on the viewing 
angles for horizontal (h) and vertical (v) polarization for a 
system with a working wavelength of 0.015 m.  
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Fig. 3. Dependences of the brightness temperature on the viewing angle on 
the horizontal (solid line) and vertical polarizations (dot line).  

 

 

Fig. 4. Dependences of the effective scattering surface on the viewing angle 
on vertical (dot line) and horizontal polarization (solid line). 

 

C. Classification of surface models 

In this work, it is proposed to classify the currently known 
models from open sources according to the following classes: 

• the type of radioengineering system where the model 
can be applied: 

– active type systems (the main characteristic of the 
surface is the effective scattering surface); 

– systems of the passive type (the parameter 
analysed is the antenna temperature and the 
brightness temperature associated with it); 

• type of mathematical relations: 

– mathematical (electrodynamic, obtained on the 
basis of electrodynamic laws); 

– practical (empirical, regression, created as a result 
of practical experimental research); 

• the type of physical state of the investigated surface: 

– ground surface: 

– surface with vegetation; 

– surface without vegetation; 

– snow covered surface and so on; 

– water surface: 

– fresh water; 

– salt water; 

– water with foam and so on. 

Such a logical and consistent division into classes of 
various models for describing surfaces makes it possible to 
simplify and structure the process of selecting necessary 
expressions for passive and active remote sensing. 

III. ALGORITHM 

Based on the analysis and processing of a large amount of 
information [22]-[24] according to the proposed 
classification, an algorithm for selecting a surface model was 
created [10] (Fig. 5, Fig. 6) and a prototype of a software 
product for selecting the type of surface model was developed 
(Fig. 7). Thus, the user will be able to select functional 
dependencies for conducting certain experiments or 
calculations based on known initial data (type of system, 
operating frequencies, physical and geometric characteristics 
of the investigated surface). 

At the first stage of the research, it is necessary to 
determine the given conditions: the researcher has information 
about the parameters of the system or about the type of the 
investigated surface. If the problem statement contains 
parameters and technical characteristics of the system, and it 
is necessary to determine its capabilities (variants of the 
investigated surfaces), the first algorithm is recommended for 
use (Fig. 5). If the task of the research is to study a specific 
type of surface (at least its geometric and physical 
characteristics are partially known), we use the second 
approach (Fig. 6), which allows us to choose options for the 
technical implementation of the research. 

Next, it is necessary to choose the appropriate parameters 
of the system or surface, and as a result, recommendations for 
the application of the surface model will be obtained. Despite 
its simplicity, this algorithm will simplify and speed up some 
stages of remote sensing of the Earth's surface. 
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Fig. 5. Model selection algorithms when system type is stated. 

 

 

Fig. 6. Model selection algorithms when surface type is stated. 

 

Fig. 7. Program interface fragment. 
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CONCLUSIONS 

Thus, the presented work proposes a classification of 
models of surface parameters relationships with radiation or 
reflection signals while remote sensing by radio-technical 
means. An algorithm for simplifying the selection of such 
models and a software prototype for solving such a problem 
are proposed. Of course, both the practical and scientific side 
of remote research of various objects and surfaces is 
constantly developing and improving, therefore the proposed 
regulations and implementation are planned to be 
supplemented, clarified and refined. 
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Abstract — The National Aerospace University "Kharkiv 

Aviation Institute" has been conducting research for more than 

10 years to optimize algorithms for processing radio-thermal 

radiation, improving the structures of microwave radiometers 

and developing own passive radars for aerospace applications. 

Last year it was developed ultra-wideband radiometer for a 

university nanosatellite with advanced bandwidth from 75 to 

110 GHz. This passive radiometer is planned to be used to 

analyze the condition of the underlying Earth’s surface. It is 

impossible to study the surface without a correct model of the 

relationship between its parameters, radiated electromagnetic 

fields and received signals. In this paper we analyze existing 

electrodynamic, empirical and regression models to describe the 

temperature of the underlying surface and determine the 

conditions of their application. The feature of the work is the 

study of the dependencies of the limiting errors of the developed 

ultra-wideband radiometer at different viewing angles, for 

different polarizations and for different estimated parameters. 

Keywords — remote sensing, electrodynamic surface models, 

empirical surface models, microwave radiometers 

I. INTRODUCTION 

The solution of the problems of monitoring the condition 
of the Earth's surfaces in modern science and practice, taking 
into account the constant climate change of our planet, is 
relevant and sometimes even necessary. Moreover, all modern 
studies, in particular studies of soil moisture [1, 2], use remote 
sensing methods and corresponding active [3] and passive 
radio engineering systems [4] to solve such problems.  

Remote sensing in its broadest sense means obtaining 
information about the Earth's surface and objects on it or in its 
interior by means of various non-contact methods. At the same 
time, when organizing and using remote sensing data, the 
following tasks should be solved: models development for the 
mathematical relationship between surface parameters and 
scattering characteristics; compilation an observation 
equation; development of optimal processing algorithms; 
analysis of clear characteristics of estimates. Moreover, the 
choice of an optimal model for describing the surface and 
optimal conditions for conducting the experiment is the key to 
the efficiency of such an experiment and the interpretation of 
its results. 

At the National Aerospace University "Kharkiv Aviation 
Institute" scientists have synthesised algorithms for optimal 
processing of radio-thermal signals and developed a 

microwave radiometer for remote surface sensing by passive 
method. It has unique characteristics in terms of bandwidth, 
which is 35 GHz and covers the range from 75 to 110 GHz. 
This radiometer will be a payload in the KhAI-1KA 
nanosatellite, which includes a platform developed at 
Yuzhnoye SDO. The structure of the microwave passive radar 
is shown in Fig. 1. It has the following components: 1 ‒ W-
Band Horn Antennas (WR-10, 75-110 GHz), 2 ‒ 75-110 GHz 
PIN Diode modulator, 3 ‒ WR-10 Low Noise Amplifier, 4 ‒ 
75 to 110 GHz RF Amplitude Detector. 

 

Fig. 1. Ultrawideband microwave radiometer for university nanosattelite 

Having developed and analysed the technical 
characteristics of the radiometer, the team of authors faced the 
task of establishing a relationship between the measured 
values of the bright surface temperature using synthesized 
algorithms [5] and the characteristics of this surface. For this 
purpose, it is reasonable to analyse existing electrodynamic [6, 
7], empirical [8, 9] and regression models [10] and determine 
the optimal sighting angles [11], polarisation [12, 13] and 
energy limits [14] to achieve the smallest marginal errors for 
measurements in the frequency range from 75 GHz to 110 
GHz (wavelength 2.7 mm - 4 mm).  

II. ANALYSIS OF EXISTING MODELS 

From the mathematical and physical point of view, the 
relationship between the surface parameters and the radiation 
characteristics is most accurately described by the 
electrodynamic models [6, 7]. Such models can be applied to 
describe a water surface in complete calm (flat surface model), 
a surface of asphalt, concrete or arable land (small-scale 
roughness model), a desert or water surface with different 
degrees of excitement (large-scale and two-scale model) and 
other types of surfaces [15, 16]. Despite the electrodynamic 
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accuracy of such models, they do not always reflect all the 
properties of real Earth’s surfaces, so the problem arose of 
creating more practical empirical or regression models. 
Empirical models are mainly created for the remote study of 
any particular type of Earth's surface or for conducting a 
particular experiment. Among such models we can mention, 
for example, the foam surface model [8, 9], model τ ω−  [17] 

and model PQ  [18]. 

In multi-parameter measurements in passive remote 
sensing systems, it is possible to estimate not only the 
underlying surface parameters, but also the atmospheric layer 
between this surface and the receiving antenna. For this 
purpose, the corresponding characteristics of this atmospheric 
layer must be introduced into the mathematical relationship 
between the surface parameters and the radiated field. Such 
studies can be performed using atmospheric flat surface 
models [6, 19] and regression models of moisture storage 
estimation [10]. 

For the mentioned electrodynamic and empirical models, 
a comparative analysis in terms of operating frequencies and 
limitations in use was performed and the results are 
summarised in Table 1. There is no frequency limitation on 
the application of electrodynamic models, but there are strict 
requirements for the ratio of the operating frequency 
(wavelength λ ) and geometric parameters of the surface: the 

root mean square height of irregularities hσ  (or their spatial 

height ( ),h x y ), radii of curvature of irregularities кR , etc. 

Empirical models, as stated earlier, are created for specific 
experimental studies and work correctly only in limited 
frequency ranges and for a specific type of surface. 

TABLE I.  COMPARATIVE ANALYSIS OF MODELS 

# Model 
Frequency 

f  

Wavelength 

λ  

Conditions of 

application 

1 Flat – – ( ), 0h x y = , 0hσ ≈  

2 
Flat with 

atmosphere 
– – ( ), 0h x y = , 0hσ ≈  

3 Small-scale – – 

| ( , ) |h x y λ<< , 

( , )
1,

h x y

х

∂
<<

∂
 

( , )
1

h x y

у

∂
<<

∂
, 

20
h

λ
σ ≤  

4 Large-scale – – 
,кхR λ>>  

куR λ>> , hσ λ≥  

5 Dual scale – – 1hσ λ≥ , 2hσ λ<<  

6 
Surface with 

foam 
9,3-34 GHz 

8,8 mm – 
3,2 cm 

For sea surface with foam 
(excluding backlighting) 
taking into account wind 

velocity 

7 
Model 
τ ω−  

4-8,8 GHz 3,4-7,5 cm 
Vegetation is an evenly 

absorbing and dispersing 
layer over the soil surface 

8 pQ  model 6,9-36,5 
GHz 

8,3 mm – 
4,3 cm 

Surface without 
vegetation 

Thus, the procedure for selecting a model to describe the 
surface under study is a rather complex and important 
operation that must be carried out before each practical 
experiment. In addition, knowledge of the relationship 
between the surface radiation and its parameters is necessary 
for solving the inverse problem of estimating the surface 
parameters from the received own radiation by radio system. 

III. BRIGHTNESS TEMPERATURE MODELS 

For radiometer operating frequencies of 75-110 GHz 
(wavelength 2.7-4 mm), a comparative analysis of the effect 
of the atmosphere on the bright surface temperature described 
by the flat model was performed. 

The radio brightness temperature of thermal radiation of a 
flat surface is described by the expression 

 
2

( , ) ( , ) 0(1 )Br V H f V HT K T= − & , (1) 

where ( , )f V HK&  are Fresnel coefficients,  

2

2

cos sin

cos sin
f HK

θ ε θ

θ ε θ

− −
=

+ −

&
&

&

, 
2

2

cos sin

cos sin
f VK

ε θ ε θ

ε θ ε θ

− −
=

+ −

& &
&

& &

,

 (2) 

where ε&  is a complex dielectric permittivity of the medium, 

60j gε ε λ= − ⋅ ⋅ ⋅&  ( λ  is a wavelength, g  is a conductivity 

of the medium); θ  is a probing angle; 0T  is a thermodynamic 

temperature of the surface. 

The brightness temperature of a flat surface taking into 
account atmospheric illumination can be written as [6, 7] 

( , ) ( , ) 0 0

2

( , ) 0

( , ) ( , )

( , ) ( , ) ( )

Br V H V H

f V H Br А

T K h T

K K h T

χ ε θ θ

ε θ θ θ

= +

+ +

&

& &

 

 [ ]01 ( , )AT K h θ+ − , (3) 

where 
2

( , ) ( , )( , ) (1 ( , ) )V H f V HKχ ε θ ε θ= − &&  is an emissivity 

of the surface, ( )Br AT θ  is a radio brightness temperature of 

the total radiation of the atmosphere reflected from the 

surface in the direction θ , AT  is an average temperature of 

the atmosphere (about 30K  lower than the temperature of 

the atmosphere on the Earth),  

 ( )
( )

1

cos1
ko k вo вz z

Br A AT T e
χ χ

θθ

−
+ 

 = −
 
 

, (4) 

 ( ) ( )0
1

, exp
cos

ko k вo вK h z zθ χ χ
θ

 
= − + 

 
, (5) 

where ,k вz z  are characteristic heights of oxygen and water 

vapour absorption, ( 5,3, 2,1k вz z= =  km), ,ko вoχ χ  are 

oxygen and water vapour absorption coefficients near the 

Earth's surface ( 0,0018, 0,002ko вoχ χ= = ). 

Below in Fig. 2 and Fig. 3 it is shown the dependences of 
the bright temperature on the angle of view without taking into 
account the influence of the atmosphere at horizontal 

( ) ( ),Th Thaθ θ  and vertical ( ) ( ),Tv Tvaθ θ  polarisations. 
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Initial data are frequency 90 GHz, thermodynamic 
temperature 300 K. Surface type is water (relative permittivity 

70ε = , conductivity 5g =  cm/m) [5]. 

 

Fig. 2. Dependence of brightness temperature on the angle of view without 
(red line) and with (blue line) taking into account the influence of the 
atmosphere on horizontal polarisation. 

 

Fig. 3. Dependence of brightness temperature on the angle of view without 
(red line) and with (blue line) taking into account the influence of the 
atmosphere on vertical polarisation. 

IV. POTENTIAL ACCURACY ANALYSIS 

As mentioned earlier, one of the tasks that should be 
considered when organising an experiment and using 
remotely sensed data is the analysis of accurate estimation 
characteristics. Such an analysis can be performed using the 
Fisher information matrix [6, 19]. Such a study makes it 
possible to determine the conditions that ensure minimum 
errors in the measurement of surface parameters depending on 
polarisation, sighting angles and other parameters [20]. 

Let us consider the problem when it is necessary to 
estimate the limiting errors of measurements due to the 
electrophysical properties of the surface using a radiometer 
with a single antenna. In the simplest case, when one 
parameter is measured in one receiving channel, the marginal 
error dispersion (lower bound) is defined as follows 

 
( )

( )

2

( , )2

( , )

, ,2

, ,

Br V H

Br V H

T f

T f T f
λ

θ λ
σ

∆ θ λ λ

 
=  

∂ ∂  
, (6) 

where 
2

T f∆
 is the parameter taking into account the 

observation time T  and bandwidth f∆ , f  is the operating 

frequency, λ  is the estimated parameter. 

Below there are the graphs of dependence of the variance 
of estimation of the real component of the complex dielectric 
permittivity of the investigated surface on the angles of view 
θ  [22, 23] without taking into account and with taking into 
account the influence of the atmosphere on the received 

radiation of horizontal ( ) ( ),h haσε θ σε θ  (Fig. 4a) and 

vertical ( ) ( ),v vaσε θ σε θ  (Fig. 4b) polarisations. 

Calculation conditions: operating frequency 90 GHz, 

thermodynamic temperature 3000 К, 62
10

T f∆
−= . Surface 

type: water (relative permittivity 70ε = , conductivity 5g =  

cm/m). 

 

a 

 

b 

Fig. 4. Variance estimation of the real component of the complex dielectric 
permittivity at horizontal (a) and vertical (b) polarisations (without (red line) 
and with (blue line) taking into account the influence of the atmosphere). 

As can be seen from the obtained dependences, the 
accuracy of estimation of the real component of the complex 
dielectric permittivity ε  is the highest at sighting angles θ  
from 0 to 60 degrees at both polarisations. 

The estimated parameter can be the conductivity of the 
investigated surface g . Below plots of the dependence of the 

variance of the surface conductivity estimation on the sighting 
angles without and with taking into account the influence of 
the atmosphere on the received radiation of horizontal 

( ) ( ),gh ghaσ θ σ θ  (Fig. 5a) and vertical ( ) ( ),gv gvaσ θ σ θ  

(Fig. 5b) polarisations are given. 

Calculation conditions: operating frequency 90 GHz, 

thermodynamic temperature 3000 К, 62
10

T f∆
−= . Surface 

type: water (relative permittivity 70ε = , conductivity 5g =  

cm/m). 

The estimation of the surface permittivity does not give 
sufficient estimation accuracy in any of the given estimation 
methods. To solve this problem, it was proposed to estimate 
in general the imaginary part of the complex dielectric 
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permittivity without singling out a separate conductivity g  in 

it. In other words, to represent the complex dielectric 
permittivity in the form 60j g r j iε ε λ ε ε= − ⋅ ⋅ ⋅ = − ⋅& . For 

this case, the potential accuracies of the estimation of the 
imaginary part of the complex dielectric permittivity without 
and with taking into account the atmosphere on horizontal 

( ) ( ),ih ihaσε θ σε θ  and vertical ( ) ( ),iv ivaσε θ σε θ  

polarisation are investigated (Fig. 6a, 6b). 

Calculation conditions: operating frequency 90 GHz, 

thermodynamic temperature 3000 К, 62
10

T f∆
−= . Surface 

type: water (relative permittivity 70ε = , conductivity 5g =  

cm/m, imaginary part 1iε = ). 

 

а 

 

b 

Fig. 5. Variance of conductivity estimation at horizontal (a) and vertical (b) 
polarisations (without (red line) and with (blue line) taking into account the 
influence of the atmosphere). 

 

 

a 

 

b 

Fig. 6. Variance estimates of the imaginary component of the complex 
dielectric permittivity at horizontal (a) and vertical (b) polarisations (without 
(red line) and with (blue line) taking into account the influence of the 
atmosphere). 

Obviously, the proposed approach provides a much better, 
but still insufficient, quality of assessment. 

CONCLUSIONS 

The presented research is performed for a radiometer with 
operating frequencies 75 - 110 GHz (wavelength 2.7 - 4 mm). 
The considered empirical bright temperature models work 
correctly at lower frequencies, and from the electrodynamic 
models the flat surface model is applicable. To fulfill the 

condition of using a small-scale surface (
20

h
λ

σ ≤ ) and at 

operating wavelengths of 2.7 - 4 mm, the root-mean-square 
height of surface irregularities should be less than 0.135 - 0.2 
mm. 

The influence of the atmosphere on the bright temperature, 
taken into account according to the proposed model, becomes 
evident at viewing angles greater than 50о in horizontal 
polarisation and angles greater than 80о in vertical 
polarisation. 

The variance of conductivity estimation increases with 
increasing wavelength, while the variance of conductivity 
estimation decreases. For radiometers with the above 
mentioned operating frequencies it is possible to estimate the 
real dielectric permittivity or separately only the real 
component in the case of surface description by the complex 
permittivity parameter. Moreover, variance of real dielectric 
permittivity estimations taking into account the atmosphere on 
horizontal polarisation sharply increases at sighting angles 
greater than 60о. To estimate the surface conductivity 
(imaginary part of the complex dielectric permittivity of the 
surface), devices with lower operating frequencies are 
required. Moreover, the real dielectric permittivity of the 
surface can act as an estimated parameter, and it is 
recommended to investigate vertical and horizontal 
polarisations, without and taking into account the influence of 
the atmosphere. 
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Abstract — The mathematical model of fluid movement in 

an open pseudo-prismatic channel is considered. A variational 

statement of the problem was formulated, which was solved by 

the finite element method. This problem is partially considered 

for the movement of water in the river basin. At each section of 

the river network, the channel characteristics may change, 

among which the angle of inclination of the middle bottom line 

plays an important role. The results are verified on test cases 

with complex bottom topography and show the influence of the 

choice of basis functions on the accuracy of the solutions and 

the calculated orders of convergence for temporal and spatial 

variables. Also, a GIS component was developed on the real 

part of the river basin, which allows showing the volume of 

water and the fullness of the channel in real time. By 

measuring the amount of precipitation in a given area, we can 

predict the fullness of the river bed, and this allows us to 

prevent critical water rises in the rivers of the selected basin 

and prevent such critical phenomena as floods, overflows of the 

river, inundation of adjacent territories. This contributes to the 

development of mountainous regions and the planning of 

production and industrial processes in them. 

Keywords — Navier-Stokes equations, finite elements 

methods (FEM), quadratic basis functions, bottom relief, river 

network, GIS component, basin river. 

I. INTRODUCTION 

Channel runoff is one of the most important processes of 
the hydrological cycle, which includes rainwater and 
channel runoff, fluid runoff from the catchment surface, as 
well as a number of oceanological problems.  

The formation of water flow from the surface of the 
catchment is a complex natural phenomenon, which is 
caused by a large number of factors [1,2,4,5,10,11]. 
Assessment and measurement of these factors are extremely 
difficult due to the presence of dependence on space and 
time. Therefore, the construction of a mathematical model 
of flow formation requires simplification and schematization 
of the main processes. 

The most important problem for the practical application 
of the results of hydrodynamics is the problem of quickly 
issuing accurate forecasts of the hydrological situation in the 
studied section of the channel flow. It is for this that it is 
necessary to have a certain mathematical model of the river 
flow, which would accurately simulate the processes taking 
place in the river during a given period of time. After all, 
quickly obtaining the results of river flow modeling is an 
urgent task for emergency services in extreme situations. A 
large number of factors affecting the processes that take 

place in the river made it difficult to build a river model 
with the necessary parameters, and to obtain detailed 
information about the spatial distribution of at least the main 
characteristics of the catchment, which affect the inflow of 
water to the catchment, its infiltration and runoff. 

In this paper a mathematical model of channel flow is 
described, for which an initial-boundary value problem and 
a variational formulation were constructed. For the created 
problem discretization was carried out according to spatial 
and temporal variables, evaluations of the convergence of 
the developed recurrent schemes were made, their stability 
was proved and verified on test examples. 

II. REVIEW OF EXISTING MODEL RUNOFF CHANNEL 

Problems related to hydrological forecasts have certain 
specificities, which are as follows: 

• solutions strongly depend on the future state of the 
weather, which is unknown at the time of the forecast 
release; 

• operational information may be significantly less 
accurate and complete; 

• fairly high accuracy of the method is required, since its 
effectiveness is evaluated relative to the inertial forecast; 

• to obtain a significant practical result, it is necessary to 
deal with fairly large river catchments. 

These features could not but affect the concepts 
underlying the models and the structure of the latter. In most 
cases, relatively simple models are used that are not very 
demanding on initial information. 

Mathematical models of filling the reservoir with flows 
of inflowing rivers use relations based on one-dimensional 
Saint-Venant equations [2]. Analytical solutions to 
hydrodynamics problems are impossible to obtain in many 
practically important cases. Therefore, the following groups 
of methods are most often used to solve such problems [3]: 
finite-difference methods; small parameter methods; direct 
methods. These methods are implemented in MIKE11, 
MOSRIV packages [8,9]. FEM is also used to solve 
problems of hydrodynamics [12]. 

A reliable calculation of the characteristics of liquid 
flows in the river network can be performed in models that 
take into account the shape of the river bed and the presence 
of a constant inflow, as well as the turbulence of the flows at 
high speeds and irregularities at the bottom of the channels 
and changes in its trajectory. 
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III.  EQUATIONS OF WATER FLOW IN AN OPEN 

PSEUDOPRIZMATIC CHANNEL  

In the case under consideration, we will limit ourselves 
to the analysis of flows of a viscous incompressible fluid 
along a plane that forms a dihedral angle δ with the 
horizontal plane of the earth. We will assume that the 
studied flow is generated, say, by intense rainfall or 
snowmelt. 

The one-dimensional model describing the movement of 
liquid in an open pseudo-prismatic channel is described by 
the equations [1]: 
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where the unknown values are U the flow velocity and F  
the cross-sectional area of the flow, g is the acceleration of 
gravity , C  is the coefficient of Chezy, і = δsin  is the angle 
of inclination of the line of the middle bottom  to the x axis; 
B is the width of the channel, R is the hydraulic radius, α is 
the parameter known as the average speed correction, q(x; t) 
is the side inflow.  

System of equations has been supplemented by initial 
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 on [0, L] and boundary 

conditions U (t, 0) = 0, F (t, 0) = 0 in this way, the initial-
boundary problem of the unknown – flow speed U and 
cross-sectional area F was formulated. 

IV. NUMERICAL SOLUTION OF THE PROBLEM OF WATER 

FLOW IN AN OPEN CHANNEL 

A. Constraction Of Variational Problems  

Linear V∈ϕ  and quadratic V∈ψ  basis functions were 

used when constructing the variational, where space of 
allowable functions V was defined as
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For solving variation problem (2) the finite element 
method was used [6,7]. The time and space variables 
discretization were made. 

 

B. Discretization of the Variation Problem in time variable 
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C. Discretization of variation problem for spatial variables  
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V. ANALYSIS OF APPROXIMATIONS FOR SOLVING PROBLEMS  

Since the problem is presented in the form of a nonlinear 
system of equations, the solution becomes oscillating at 
large angles of inclination of the bottom line. In such cases, 
it is advisable to increase the order of approximation of the 
unknown solution. 

Example. The relief of the bottom is shown in Fig. 1.  

Input data: α=1,   0 ≤ x ≤ 1,    0 ≤ t ≤ 2, 007.0=∆t , 
B=8,  g=9.8, C=60,  R=1 

The results obtained when solving the system of 
equations using linear approximations are shown in Fig. 2-5. 
They show the influence of complex relief on the solution in 
the form of oscillations. 

Fig. 1 Bottom surface of  flow 
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Fig. 2 Cross-sectional area of flow (linear approximation) 
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Fig. 3 Speed of flow (linear approximation) 
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Fig. 4 Cross-sectional area of flow (quadratic approximation). 
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Fig. 5 Speed of flow (quadratic approximation) 

 
The dynamics of changes in river beds, their depth, and 

flow velocity for equations (1) are shown in the graphs 
above. 

This example with different angles of inclination of the 
line of the middle bottom shows the problems that we 
encounter when solving nonlinear equations (1) using linear 
approximation (Fig. 2-3) and the need to increase them to 
the second order, after which the graphs of changes in such 
parameters, such as the cross-sectional area of the flow and 
the velocity obtained in fig. 4-5. 

 

VI. CALCULATION OF CHANNEL FLOW FOR  
THE RIVER NETWORK  

The behavior of the water flow in the river network and 
the influence of changes in the trajectory of the riverbeds 
and the connections of the riverbeds with different 
characteristics were studied. These conditions were tested 
on test examples. In the case of water movement in a curved 
channel the division of the channel into straight parts was 
used (Figs. 6, 7), for which a local coordinate system with 
the main axis OX directed in the direction of the flow is 
introduced. A solution to the system of equations (1) was 
sought on each straight segment. 

The transition from one segment to another is carried out 
by rotating the coordinate system 
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Fig. 6 Structure of river channel 

 

Fig. 7 Changing the local system coordinates 

 
We show conditions for network connections rectilinear 

parts of the river. 
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Fig. 8 Scheme of river network 

 
Conditions of channel flows connections 

in point А  δqqq += 12 , 21 hh = ; δq   lateral tributary 

in point B  234 qqq += , 324 hhh == . 

Using the conditions specified above, the movement of 
water in the river network and the conditions for its 
replenishment from a side tributary, as well as when 
connecting channels with different characteristics, were 
investigated and tested on examples. 

 

 
Fig. 9 Electronic map of the Pivdennyi Bug river. 

 

VII. TEST EXAMPLE  

Input results: the length of flow x: 1; number of breaks 
per x: 20; length by t: 1; number of breaks by t: 50;  

g = 9,8; B = 20; R = 1; C = 60. 

Initial conditions: u0(x) = x, f0(x) = x, δsin  = 0.02. 

The riverbed of the Bug River (Fig. 9) was chosen to 
obtain the solutions. 

Examples with different sines of the angle of inclination 
of the line of the middle bottom will be considered. The 
following results were obtained: 

 
Fig. 10 Change in the cross-sectional area of the river current in the channel 
with a variable angle of inclination of the middle line of the bottom. 

 

As a result of the calculations the following results were 
obtained Fig. 11. 

 

     

 
Fig. 11 Change of the speed of the river current in the channel with a 
variable angle of inclination of the middle line of the bottom. 

 

Another example, with a constant sine of the angle of 
inclination along the entire channel, was also considered. 

 

 
Fig. 12 Сhange of the cross-sectional area of the river flow with the angle 

of incline sin δ = 0.5. 
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So, the examples showed the behavior of water in 
riverbeds with a constant and variable value of the angle of 
inclination of the middle bottom, the flow of fluid in the 
river network was investigated and the results of numerical 
modeling of liquid movement in open channels were 
analyzed. 

CONCLUSIONS  

This paper describes a model of water movement in an 
open channel, which is described by a system of equations 
with unknown velocity and cross-sectional area of the flow. 
The finite element method was used to solve it. The 
movement of fluid in a river network with various side 
tributaries is considered. The analysis of the results was 
carried out on test cases with different input data. A GIS 
component for modeling the movement of water in the river 
basin was also built and its application on real maps was 
shown. 
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Abstract — The article proposes a method that solves the 

problem of hiding decimal numbers from unauthorized access 

while simultaneously detecting error packets in them and 

correcting single errors. The method is based on the encoding 

of decimal numbers by binary-coded permutations. With this 

encoding, each digit of a decimal number is first converted into 

a binary-coded permutation using a special encryption table 

and, after further mixing with other permutations, is 

transmitted to the receiver. On the receiving side, it is checked 

for errors and, after correcting them with the help of a key, it 

is converted into decimal digits. Since each digit of a decimal 

number contains 1 of 10 numbers, their encoding requires 10 

permutations and, accordingly, at least 4 permutation 

elements: 0, 1, 2, 3. These elements form set of 24 

permutations, which consists of 10 used and 14 redundant 

permutations. This redundancy, as well as the natural 

redundancy of binary-coded permutations, allows them to 

detect packets of errors and correct single errors.  

Keywords — Information protection, errors, noise immunity, 

numerical codes, secrecy, permutations 

I. INTRODUCTION 

BCD codes, known as binary coded decimal codes, are 
commonly used to obtain and transmit information from 
various sensors. These sensors provide data on various 
measurements, such as water temperature and electricity 
consumption. Typically, each BCD digit obtained from a 
sensor is transmitted through a communication channel, 
which can be either wired or mobile using radio 
communication [1]. In the case of mobile communication, 
data can be directly transmitted to moving objects like cars. 

To ensure the security of transmitted information, the 
BCD digits of each decimal place are mixed using specific 
tables. These tables, essentially the initial keys of the cipher, 
allow the recipient to reconstruct the original information. 
Furthermore, the secrecy of each binary-decimal digit can be 
enhanced by additional mixing of the digits themselves. 

Apart from protecting against unauthorized access, it is 
often necessary to enhance the resistance to noise for 
transmitted BCD numbers. BCD coding provides some 
degree of protection against interference due to its 
redundancy. However, the level of protection against 
interference is relatively low, although it may be acceptable 
for certain practical cases. Therefore, there is a need to 
improve the noise immunity of the system. 

To address this issue, in [1-4] it is proposed to use 
binary-decimal error-correcting codes for the transmitted 
digits. Each decimal digit is encoded with an error-correcting 
combination, increasing the system's ability to detect errors 
[1-4]. This method introduces equilibrium code 
combinations for coding binary-decimal digits, which also 
enhances information security. Unlike textual information, 
which relies on statistical probabilities of letters for 
decoding, the statistical properties of equilibrium code 
combinations provide little assistance. 

However, eliminating errors in the transmission of 
decimal digits using equilibrium code combinations is 
challenging, especially in mobile communications where 
retransmission can be difficult. Therefore, the practical goal 
is to develop a telecommunications system that not only 
detects errors but also corrects them. Additionally, this 
system should work with inseparable codes to conceal the 
actual value of decimal digits during transmission. 

II. PROBLEM STATEMENT 

The aim of this study is to enhance the resistance to noise 
of transmitted binary-decimal digits, while incorporating 
error correction, and ensure adequate protection against 
unauthorized access. To achieve this, it is proposed to 
increase the noise immunity of binary-decimal information 
using inseparable codes based on permutations. These codes 
serve a dual purpose: on the one hand they enable error 
detection and correction, and on the other hand they conceal 
the true information more securely. 

Permutations are extensively utilized in mathematics, 
specifically in abstract algebra and solving combinatorial 
optimization problems like the traveling salesman problem 
[5,6]. Their applications continue to expand. Beyond their 
mathematical utility, permutations are successfully employed 
in practical information security challenges to protect data 
against unauthorized access [7-12].  

Furthermore, permutations prove to be effective in error-
correcting coding, as they inherently contain redundant 
information. This property facilitates the detection and 
elimination of errors in messages, which is particularly 
crucial for small mobile devices [13,14]. Moreover, 
permutations offer a means to combine solutions for error-
correcting coding problems with effective information 
protection against unauthorized access. 
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III. SYSTEM FOR TRANSMISSION AND DISPLAY OF BINARY-

DECIMAL INFORMATION 

 The structure of the system for transmitting and 
displaying binary-decimal information, for which noise-
correcting coding based on permutations can be used, is 
shown in fig. 1 [1]. This circuit demonstrates the processing 
of a single BCD digit. It consists of both data transmission 
units and data reception units. On the transmitting side, the 
system comprises a control system (CU), a buffer memory 
circuit (BMS), an encoder (E). On the receiving side are an 
error correction block (ECB), a code converter (CC) of four-
bit code combinations to seven-bit code combinations, and 
an indicator (I). The transmitting and receiving sides are 
connected by a communication line (CL). 

The system works as follows. The bits of the BCD digit 
X1, X2, X3, X4 are received and stored at the BMS input. A 
four-digit binary-decimal digit from the output of the BMS is 
fed unchanged to the input of the encoder. The word received 
at the output of the encoder, which, as a rule, does not 
correspond to the incoming digit, is fed to the 
communication line CL, where it can be distorted by 
interference. If the garbled four-digit word does not relate to 
the words specified in the cipher table in its numerical value, 
then it is defined in the ECB as prohibited. Accordingly, this 
block issues a signal to the CU control circuit that an error 
has occurred. From the control circuit, a signal is sent to the 
BMS, and the input digit is resent to the CL. 

Fig. 1. BCD digit transmission and display system 

After the ECB has accepted the signal as correct, it sends 
it to the CC input, which converts the code to the form 
intended for display on indicator I. The digit displayed on the 
indicator must correspond to the BCD digit stored in the 
BMS. The supply of symbols for indication to the BMS 
occurs at a given frequency, that is, they change periodically. 

The transmission and display of BCD digits that form 
digits in a decimal number can occur in parallel or 
sequentially [1]. Parallel transmission and display on 
indicators requires a separate communication channel to 
transmit the contents of each bit, which increases the 
hardware costs of the transmission and display system as a 
whole. Sequential transmission of BCD digits of a multi-
digit number one after another with their display on one 
indicator makes the system cheaper but increases the 
transmission time of the digits. The display time, on the 
contrary, decreases, which creates inconvenience for the 
operator. 

IV. CODING OF INFORMATION BY PERMUTATIONS 

A permutation is any finite sequence of n distinct 
elements. At the same time, any symbols can be elements of 
permutations, but numbers are most often used as them. For 
example, a sequence of four distinct numbers 0 1 2 3 would 
be a permutation of length n = 4. 

The set consisting of n! permutations of length n, forms a 
code on permutations. Difference n•log2n - log2n! forms 
redundant information for the permutations of this code, 
which can reach a significant value with increasing n, which 
determines the high noise immunity of the permutations. In 
addition, an important property of permutations is that their 
elements do not repeat and, therefore, obtaining their 
statistics is difficult. As a result, permutations can effectively 
protect the information contained in them from unauthorized 
access. 

When solving problems of error-correcting coding and 
information protection, the elements of permutations are 
represented in binary form. Such a representation of them 
will be called binary-coded. Encoding BCD information 
would require 10 different binary-coded permutations. 
Therefore, the minimum value of n that can provide the 
required number of permutations is 4, since 4! = 24 > 10. Of 
the 24 permutations for encoding BCD numbers, 10 
permutations are used, each of which encodes one of these 
numbers. The remaining 14 possible permutations are 
redundant. One of the possible representations of BCD 
numbers by permutations is shown in Table 1. Together, the 
BCD numbers in this table form a BCD code (2-10 code), 
and the corresponding binary-coded permutations form a 
binary permutation code with a permutation length of 8 bits. 

TABLE I.  CODING BY PERMUTATIONS 

№ 2–10 code Permutation 
Binary permutation 

code 

1 0000 0123 00 01 10 11 

2 0001 0132 00 01 11 10 

3 0010 0213 00 10 01 11 

4 0011 0231 00 10 11 01 

5 0100 0312 00 11 01 10 

6 0101 0321 00 11 10 01 

7 0110 1023 01 00 10 11 

8 0111 1032 01 00 11 10 

9 1000 1203 01 10 00 11 

10 1001 1230 01 10 11 00 

 

V. INFORMATION SECRECY 

Coding information by permutations provides protection 
against unauthorized access due to the large number of 
variants of such a code [15]. The number of options for 
choosing 10 permutations for encoding binary-decimal 
numbers is equal to the number of combinations of 10 out of 
24. Each of these options in turn can be distributed among 
the encoded numbers 10! ways. One of the possible options 
for encoding of binary-decimal numbers by permutations is 
given in Table 1. To increase the secrecy of the transmitted 
information, the digits of decimal numbers, the number of 
which is equal to k, can also be rearranged in various ways. 
Accordingly, the total number of options for encrypting a 
decimal code based on permutations will be equal to  

 M = k! • 10! • C10
24  (1) 
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The dependence of the number of permutation options M, 
containing from 1 to 20 digits of the binary-decimal number 
in the transmitted decimal number k, is shown in Table 2. It 
determines the complexity of the cipher, which grows 
exponentially with the growth of M. The key to the cipher is 
the number of the permutation in bits, the width of the key is 
equal to the logarithm of M. It should be considered that the 
statistics of digits in the cipher on permutations is poorly 
expressed, which significantly complicates its disclosure 
outside the enumeration of keys. 

TABLE II.  NUMBER OF PERMUTATIONS M 

k  M 
Key length 

in bits 
k  M 

Key length 

in bits 

1 7,11·1012 43 11 2,84·1020 68 

2 1,42·1013 44 12 3,40·1021 72 

3 4,27·1013 46 13 4,43·1022 76 

4 1,70·1014 48 14 6,20·1023 80 

5 8,54·1014 50 15 9,30·1024 83 

6 5,12·1015 53 16 1,48·1026 87 

7 3,58·1016 55 17 2,53·1027 92 

8 2,86·1017 58 18 4,55·1028 96 

9 2,58·1018 62 19 8,65·1029 100 

10 2,58·1019 65 20 1,73·1031 104 

VI. EVALUATION OF NOISE IMMUNITY OF BINARY-DECIMAL 

CODE ON PERMUTATIONS 

Permutations, in addition to providing secrecy, offer an 
improvement in the noise immunity of the BCD code. The 
binary representation of such permutations contains four 
elements, each consisting of m=2 bits, as shown in Table 1.  
Then the total length in bits of the binary-coded permutations 
will be 8. Each binary-coded permutation differs from the 
others by at least two bits, thereby establishing a minimum 
code distance of 2. This code distance enables the detection 
of any single error and all errors of odd multiplicity, such as 
1, 3, 5, and so on. 

The noise immunity of the code based on binary-coded 
permutations can be estimated by evaluating the fraction of 
detected errors (D) [13]. D represents the probability of 
mistakenly transforming a binary-coded permutation into a 
forbidden combination that is known to be detectable. It is 
determined by dividing the number of forbidden 
combinations (Zf), which is 246, by the total number of 
combinations (Z), which is equal to 256. Accordingly, for 
binary-coded permutations D = 246 / 256 = 0.96.  

VII. ERROR DETECTION ALGORITHM 

A transmission error can translate a binary-coded 
permutation either into a forbidden combination that is not a 
permutation, or into one of the forbidden permutations. In the 
case where an error transforms a permutation into a 
forbidden combination that is not a permutation, it can be 
detected since the sum of the elements of the permutation 
must remain constant, equal to 

 S = n • (n - 1) / 2. (2) 

It can be used to identify erroneous combinations for 
which the sum of elements does not match the value 
determined by formula (2) [13, 14]. For the considered code 
on permutations S = 4 • (4 - 1) / 2 = 6.  

Example 1. On the receiving side, when transmitting a 
binary-coded permutation, after converting it into 
permutation elements, their sequence 1231 was received. 
Calculating the sum of these elements gives the result 1 + 2 + 
3 + 1 = 7. This number does not coincide with the checksum 
value obtained above for a code on permutations S = 6. This 
means that the resulting sequence is not a permutation and 
contains an error. 

VIII. ERRORS CORRECTION METHODS BASED ON MODULO 2 

ADDITION OF PERMUTATIONS 

In [14], a method is considered that allows error detection 
and correction in one of the permutation elements. Its 
operation is based on the properties of permutations, without 
requiring additional coding. To do this, from all 24 
permutations of length n = 4, a set of 10 allowed 
permutations is selected, which differ from each other by 
three elements. This ensures that minimum code distance 
between their binary representations is equal to 4, which 
satisfies the condition for correcting single errors. Thus, the 
error can be corrected by algorithm specified in [14]. 

Another method for correcting errors in permutations, 
which can be applied to any set of permutations. The method 
works when several digits of a decimal number are 
transmitted as an array of binary-coded permutations. 
Together with this array of permutations, their modulo 2 
checksum is transmitted. On the receiving side, each 
permutation is checked for errors. For this, the calculation of 
the arithmetic sum of the elements of the permutation is 
used. If the receiving side detects an error in one of the 
permutations, this error is corrected as follows. The modulo 
2 sum of all error-free binary-coded permutations and the 
checksum is calculated. The result will be the correct value 
of the permutation received with the error [15]. In the case 
when there is more than one error in the transferred 
permutations, such errors can only be detected using the 
method under consideration, but not corrected. 

Example 2. On the transmitting side, five digits of the 
decimal number are encoded with the permutations shown in 
Table 3. Their modulo 2 sum is calculated, indicated in Table 
3 as XOR. 

TABLE III.  TRANSMITTED INFORMATION  

Permutation 
Binary permutation 

code 

0123 00 01 10 11 

0231 00 10 11 01 

0312 00 11 01 10 

1203 01 10 00 11 

1320 01 11 10 00 

XOR 00 01 10 11 

 

At the receiving side, the received information is checked 
for errors, as shown in Table 4. For each permutation, the 
sum of the elements of S is calculated. The correct value of 
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the sum of the elements of any permutation of 4 elements, as 
indicated above, is 6. The result obtained shows that an error 

occurred in the second permutation, where S = 8 ≠ 6. 

TABLE IV.  CORRECTION OF ERROR IN PERMUTATION 

 

Since only one of the permutations contains an error, 
such an error can be corrected. To do this, the XOR 
checksum and error-free binary-coded permutations are 
modulo 2 added. As a result, the correct value of the 
erroneous permutation is obtained, as shown in table 5. 

TABLE V.  CHECKING RECEIVED INFORMATION FOR ERRORS 

Permutation 
Binary permutation 

code 

0123 00 01 10 11 

0312 00 11 01 10 

1203 01 10 00 11 

1320 01 11 10 00 

XOR 00 01 10 11 

Result 00 10 11 01 

 

Thus, the proposed method for correcting errors in code 
on permutations contains the following steps: 

1. In the received array of binary-coded permutations, the 
arithmetic sum of all elements of each permutation is 
calculated. If the value of the sum does not match the value 
obtained by formula (2), the permutation contains an error. 

2. If only one of the received binary-coded permutations 
contains an error, such an error can be corrected. Otherwise, 
retransmission of erroneous permutations is required. 

3. To correct single error in a binary-coded permutation, 
the modulo 2 sum of XOR checksum and all permutations 
from the received array, except for the erroneous one, is 
calculated. The result of this calculation replaces the 
erroneous permutation. 

The proposed error correction method can be used for 
any permutation coding table. In addition, it allows to correct 
not only single errors, but also all errors of odd multiplicity, 
provided that only one permutation contains an error. 

CONCLUSIONS 

The paper introduces an inseparable permutation code as 
a means of encoding decimal digits, which addresses the 
challenge of covertly transmitting digital information 
through a communication channel while maintaining noise 
immunity. The information's secrecy in the given scenarios 
achieves acceptable values, as permutations can conceal the 
statistical characteristics of transmitted decimal digits. 

In addition to ensuring secrecy, permutations offer an 
effective solution for enhancing the noise immunity of 
transmitted digits. They facilitate the detection and 
correction of error packets. Furthermore, the methods 
employed for error detection and correction in permutations 
are relatively straightforward to implement in hardware, 
which is an important practical consideration. 
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Permutation S 
Binary permutation 

code 

0123 6 00 01 10 11 

0233 8 00 10 11 11 

0312 6 00 11 01 10 

1203 6 01 10 00 11 

1320 6 01 11 10 00 
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Abstract — The vibration time series are analyzed using 
methods for periodically non-stationary random processes 
(PNRP). Band-pass filtering and Hilbert transform are used to 
extract quadrature components. The cross-covariance 
structure of quadratures is considered. It was shown that 
cross-covariances of different order quadratures result in 
periodical non-stationarity of the vibration signal. 

Keywords — periodically non-stationary random signals, 
vibrations, Hilbert transform, quadratures, modulation. 

I. INTRODUCTION 

The analysis of vibrations is widely used for testings of 
the rotating machinery [1–11]. The vibration signals which 
are generated by damaged mechanism can be described as a 
set of stochastically modulated carrier harmonics [1–4, 10, 
11]. The different signal processing methods are used for 
analysis of modulation properties [12–23]. Widely used so-
called “envelope detection” methods in vibration signal 
diagnostic, which involves Hilbert transform are heuristically 
introduced without strong mathematical basis are more “state 
of the art” than strong measurement methodology [10-12, 17, 
18, 24, 25]. Using PNRP [14] we can analyze in more detail 
the covariance and spectral structures of stochastic 
modulations of PNRP carrier harmonics. Separation of the 
individual modulated harmonics and their quadratures can be 
performed using band-pass filtering with following Hilbert 
transform of results [24]. Properties of the Hilbert transform 
of vide-band vibration signals in most known works are 
analyzed only superficially [25, 26]. Involvement of the 
PNRP harmonic series representation to Hilbert transform 
usage of the simplest PNRP particular case allows obtain 
much more promising results. 

In this work using PNRP techniques we analyze the 
characteristic feature of signal selected from damaged 
mechanism. 

II. VIBRATION SIGNAL OF A DAMAGED ROTARY UNIT 

The vibration (acceleration) signal of a port decanter 
bearing unit was acquired and pre-processed using the 
original vibro-diagnostic system. Analog signal was low-pass 
filtered to 5 kHz. Sampling rate 10 kHz. The acquired series 
length was T=10 s. A fragment of acquired series is depicted 
in Fig. 1. Step-by-step algorithm for processing a high-
frequency modulated time series described by a PNRP is 
represented in a flowchart in Fig. 2. 

 
Fig. 1. Fragment of the acquired vibration signal 

 

 
Fig. 2. Flowchart for procedure of PNRP analysis 

 

To study the properties of obtained time series ( )nhξ , the 

covariance function estimator and the power spectral density 
estimator for the stationary approximation were obtained 
using following equations: 

( ) ( ) ( )( )
1
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K

n

R jh nh m n j h m
K
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−

=

 = − + −     , 
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K
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m nh
K
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−
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 ( ) ( ) ( )ˆ ˆ cos
2

L

n L

h
f k nh R nh nhω ω

π =−

=  . (2) 

Here, h T K=  is the sampling interval, j  is the integer 

number, K  is number of samples, /
m

L u h= , 
m

u  is the cut-

off point of the correlogram. ( )k nh  term denotes a 

Hamming window. Estimator of the covariance function and 
the spectral density estimator in (1) and (2) depicted in 
Fig. 3. 
 

 
a) 

 
b) 

Fig. 3. The covariance function estimator (a) and the power spectral 
density estimator (b) in stationary approximation 

 
The covariance estimator contains of the undamped tail, 
which represents the discrete component of the spectral 
density estimator. It is depicted by the peaks in certain 
frequencies. These peaks could be a result of the narrow-
band stochastic modulation of the carrier harmonics. 

III. ANALYSIS OF SIGNAL MEAN FUNCTION 

The mixed spectrum nature leads to difficulties in 
interpretation of the spectral density estimation and its 
quantitative analysis. To estimate the period θ of the mean 
function that describes the deterministic oscillation, we use 
the functional [15, 27–30]:  
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 , (5) 

and 1L  is the number of chosen harmonics. The graph of the 

dependency of the functional in (3) on the test frequency 

1/f θ=  depicted in Fig. 4. The maximum point on Fig. 4 

corresponds to the basic frequency; its estimation is 
60,430 Hz. Using estimated value of this frequency, we 
calculated the quantities in (4, 5) and the mean function 
(Fig. 5) using interpolation formula: 

 ( ) ( ) ( )
1

0
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ξ

π π

=

 
= + +  

 . 

 
Fig. 4. Dependency of calculated functional (3) on test frequency 

 

 
a) 

 
b) 

Fig. 5. Estimator of the mean function (a) and its spectrum (b) 
 

IV. ANALYSIS OF A STOCHASTIC PART OF SIGNAL 

Extracting mean function from the signal we obtained its 

stochastic part ( ) ( ) ( )ˆnh nh m nhξ ξ= −
o

. Its covariance 

function and spectral density are depicted in Fig. 6. 

The second order hidden periodicities were detected using 
the variance functional [15, 27–30] 
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a) 

 
b) 

Fig. 6. Covariance function (a) and power spectral density (b) of the 
stochastic part of vibration signal. 

 

The estimators of the variance period P̂  are found as the 
maximum point of statistics in (6) with respect to the test 
period θ . A graph of the dependence of the variance 
functional (6) on the test frequency is presented in Fig. 7. 
The maximum point (i.e. estimator for the basic frequency) 
is equal to 60.420 Hz. The variance amplitude spectrum was 
calculated as 

 ( ) ( ) ( ) ( ) ( )
2 2

0
ˆˆ ˆ ˆ0, 0,

k k
V kf C P S P

ξ ξ   = +
   

 (7) 

It is presented in Fig. 9. This spectrum is narrower than that 
of the deterministic oscillations. We may take into 
consideration only 25–27 harmonics for the variance 

representation in (7). Since the amplitudes ( )0
ˆV̂ kf  are 

determined by the joint correlations of the spectrum 

harmonics with frequencies, shifted by 0kf  [15, 27–30], the 

highest frequency for the variance harmonics can’t exceed 
the signal spectrum width (Fig. 6b). 

To calculate the variance estimator, following statistics 
should be used: 
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If condition ( )24 1h P L≤ +  is satisfied, formula (8) can be 

used as interpolation that allows to calculate the variance 

values for all [ ]0,t P∈  [15, 27–30]. 

 

 
Fig. 7. Dependence of the functional in (6) on the test frequency 

 

The time changes in the variance estimator in (8) are 
presented in Fig. 8. They have the form of short, powerful 
pulses that follow one another over the rotation period. 

 

 
Fig. 8. Variance estimator (9) within one period of hidden periodicity. 

 
The variance time dependence of the (Fig. 8) and its 
spectrum (Fig. 9) indicate that the mechanism is 
significantly damaged. 
 

 
Fig. 9. Amplitude spectrum (11) of variance estimator. 

 

The stochastic signal can be represented by the superpo-
sition of the high-frequency narrow-band modulated carrier 
harmonics. Using of the bandpass filtering and Hilbert 
transform [27–29] these modulations were analyzed. We 
first separate three central components around the peak 

0 1453 Hzλ =  (Fig. 10). 

Each component is represented by the Rise equations: 

 ( ) ( ) ( )0 0 0 0 0cos 2 sin 2c snh nh nh nh nhξ µ πλ µ πλ= + , (9) 

 ( ) ( ) ( )1 1 1 1 1cos 2 sin 2c snh nh nh nh nhξ µ πλ µ πλ+ + += + , (10) 

 ( ) ( ) ( )1 1 1 1 1cos 2 sin 2c snh nh nh nh nhξ µ πλ µ πλ− − −
− −= + ,(11) 

here 1 0 0fλ λ+ = + , 1 0 0fλ λ− = − . 
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The covariance functions estimators for components 
have the form of slowly decaying oscillations (Fig. 11a), 
and estimators of the spectral density have sharp peaks at 

frequencies 0λ , 1λ +  and 1λ − . The values of the non-zero 

covariance component estimator for each component are 
negligible (Fig. 11b, 11c), and can therefore be considered 
as stationary random processes. However, the results of 
processing the sum of the processes in (9)–(11) show that 
these components are jointly periodically nonstationary 
processes. 
 

 
Fig. 10. Power spectral density of the filtered signal 

 

 
a) 

 
b) 

 
c) 

Fig. 11. The covariance components estimators for the one component 

filtered process ( )1
nhξ +

: (a) 
( ) ( )1

0B̂ u
ξ +

, (b) 
( ) ( )1

1Ĉ u
ξ +

, (c) 
( ) ( )1

1Ŝ u
ξ +

. 

 
The zeroth covariance component of the sum is determined 
by adding the covariance functions of each component, and 
it has a group structure (Fig. 12a) that can be explained by 
the close item frequencies. 
 

 
a) 

 
b) 

 
c) 

Fig. 12. Estimators of the (a) ( ) ( )0
B̂ u

ξ
, (b) ( ) ( )1

Ĉ u
ξ

, (c) ( ) ( )1
Ŝ u

ξ  first 

covariance components for three-component signal. 

 
The estimators of the first (Fig. 12b, 12c) and second 
(Fig. 13a, 13b) covariance components have similar forms. 
 

 
a) 

 
b) 

Fig. 13. Estimators of the second cosine ( ) ( )2
Ĉ u

ξ  (a) and sine ( ) ( )2
Ŝ u

ξ
 

(b) covariance components. 
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The first component is determined by the correlations 

between the processes 0ξ  and 1ξ +  as well as 0ξ  and 1ξ − . 

The correlations of 1ξ −  and 1ξ +  determines the second 

component. The values of the third and higher components 
are negligible (Fig. 14), since the spectrum components of 

processes, which frequencies of are shifted by 0 3kf > , are 

practically absent. 
 

 
a) 

 
b) 

Fig. 14. Estimators of the (a) third cosine ( ) ( )3
Ĉ u

ξ
 (a) and sine 

( ) ( )3
Ŝ u

ξ
 (b) covariance components. 

 

It can be shown that other high-frequency components 
have close properties. 

CONCLUSION 

The covariance structure analysis of real vibration signal 
based on its model as periodical non-stationary process 
involving its Hilbert transform was performed. It was 
shown, that time changes of the signal moment function for 
the second order are results of the cross-covariances of its 
narrow-band high-frequency items. To obtain the sensitive 
indicator for the mechanism condition monitoring we must 
take into consideration all components which are 
accentually correlated. 
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Abstract — In this paper, the full modulation method of 

speech intelligibility index (STI) estimation and its modification 

in the form of the full formant-modulation (FM) method are 

compared in terms of measurement accuracy in conditions 

where the speech signal is masked by noise and reverberation. 

Dependences of STI estimation errors on signal-to-noise ratios 

and on the duration of test signals for the reverberation time 

typical for university auditoriums of 0.8 s were obtained. It is 

shown that the accuracy of STI estimation in the presence of 

reverberation practically does not depend on the choice of 

estimation method. The obtained results indicate that an 

acceptable for practical use error of 0.01-0.02 of STI estimation 

in the conditions of joint action of noise and reverberation can 

be ensured when using test signals lasting 8-16 s. 

Keywords — speech transmission index, full modulation 

method, full formant-modulation method, fast method, estimation 

error 

I. INTRODUCTION 

Since noise and reverberation interferences are always 
present in speech information transmission channels, the task 
of evaluating speech intelligibility in such channels is relevant 
[1], [2], [3], [4]. It is known that the formant method [1], [5] 
is the best in the conditions of the exclusive effect of noise 
interference, as it allows to achieve the maximum accuracy of 
the articulation index (AI) with the minimum measurement 
time [6]. A significant advantage of the modulation method 
[7] is the possibility to take into account the distortion of the 
speech signal not only by noise, but also by reverberation. The 
FM method [6] is a type of modulation method, so it also 
allows taking into account the combined effect of noise and 
reverberation on speech intelligibility. An additional 
possibility of calculating the AI articulation index can be 
attributed to the advantage of the FM method. 

There are two versions, full and fast, of modulation and 
FM methods [6], [7], [8]. The disadvantage of the full version 
is the significant duration (up to 16 minutes) of the 
measurement procedure, caused by the need to use a large 
number (almost 100) of rather long (about 10 s) test signals. 
Therefore, simplified fast versions such as RASTI, STIPA and 

STITEL [7], [8] are often used in practice, where only one test 
signal lasting 15-20 s is used. 

At the same time, in some modern hardware and software 
measurement systems [9], the possibility of performing STI 
measurement using the full modulation method has been 
realized. However, it is rather difficult to find a justification 
for choosing the above values of the duration T of the test 
signals for the full modulation method in the literature. For the 
formant-modulation method, such justification is also 
unknown. The purpose of this article is to eliminate this 
shortcoming. 

II. PROBLEM STATEMENT 

In the full modulation method, 14 test signals are used to 
measure STI [6] 

 ( ) ( ) ( )i ix t t f tξ= , ( ) 1 sin 2
i i

f t Ftπ= + , 1,14i = , (1) 

i
F  = 0.63, 0.8, 1, 1.25, 1.6, 2, 2.5, 3.15,… 

…4, 5, 6.3, 8, 10, 12.5 Hz, 

( )tξ  is a stationary noise with speech spectrum, ( )
i

f t  is a 

modulation function, 
i

F  is a modulation frequency. Signals 

( )
i

x t  are emitted in turn by a sound source located at the point 

where the speaker is usually located. At the point where the 

listener is located, a signal ( ) ( ) ( ) ( )i iy t x t h t n t= ⊗ +  is 

received by the microphone, ( )n t  is the noise with a certain 

signal-to-noise ratio (SNR), ( )h t  is the room impulse 

response (RIR), ⊗  is the convolution symbol. The signals 

( )
i

y t  are then filtered by a 7-band octave filter bank, resulting 

in a set of 98 signals , ( ), 1,7, 1,14k iy t k i= = . 

The STI calculation algorithm is given in [7]. The key 
point in this algorithm is the calculation and use of an effective 
signal-to-noise ratio 
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In the next step, the ,eff k iSNR  values are subjected to a 

non-linear transformation to obtain the modulation transfer 
index 
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The FM method algorithm proposed in [6] differs from the 
algorithm of the modulation method only in calculating, after 

,eff k iSNR  calculation according to (2), the modulation transfer 

index in another way: 
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Given the similarity of the algorithms of the modulation 
and FM methods, it can be expected that the corresponding 
STI estimates will be close. Since the validity of this 
assumption has not yet been confirmed, the purpose of this 
paper is to fill this gap. 

III. SET UP OF THE STUDY 

Signals ( ) ( ) ( ) ( )i iy t x t h t n t= ⊗ +  were generated with a 

sampling frequency of 22050 Hz by computer simulation. The 
record of the RIR ( )h t  of the real university auditorium with 

a volume of 370 m3 and a reverberation time of 0.8 s was used 
[10]. For the study, pink noise ( )n t  was used as it corresponds 

better to real situations than white noise. Calculations of STI 
by each of the methods were performed separately. For each 
combination of SNR and T parameters, 30 STI estimates were 
calculated, which made it possible to estimate the 
mathematical expectation, bias, and standard deviation of the 
STI estimates with sufficient accuracy for engineering 
applications. 

The software proposed in [6] was modified for STI 
calculations using the full modulation method and used for 

STI calculations using the full FM method. Calculations were 
performed in the Matlab R2022a environment. 

IV. RESULTS OF THE STUDY 

A. Full Modulation Method 

The results of estimating, based on 30 samples, the 
mathematical expectation, bias (relative to the case T=64 s) 
and standard deviation of STI estimates for the full modulation 
method are shown in Fig. 1. 

 

a 

 

b 

 

c 

Fig. 1. Full modulation method: estimates of expectation (a), bias (b) and 
standard deviation (c)  

Estimates of expectation (Fig. 1a) indicate the presence of 
a bias in STI estimates (Fig. 1b), which decreases with T and 
SNR increasing. To obtain quantitative value of the bias, the 
STI estimate for the case T=64 s was used as a true value. 

B. Full FM Method 

The results of estimating the expectation, bias (relative to 
the case T=64 s) and standard deviation of STI estimates for 
the full FM method are shown in Fig. 2. 
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a 

 

b 

 

c 

Fig. 2. Full FM method: estimates of expectation (a), bias (b) and standard 
deviation (c)  

C. Comparison of Modulation and FM methods 

The above results indicate a significant similarity, in terms 
of the accuracy of STI measurements, of the full modulation 
and full FM methods. In order to compare the STI estimates 
for these methods more clearly, the differences in the 
expectation estimates 

 
, FM mdlFM mdl STI STI∆ = −  (5) 

and the ratio of the standard deviation estimates 

 
, FM mdlFM mdl STI STIσ σΛ =  (6) 

were calculated, where FMSTI  and mdlSTI  are the average 
values of STI estimates obtained by full FM and modulation 

methods, respectively, FMSTIσ  and mdlSTIσ  are estimates 

of the corresponding standard deviations. 

The results of calculations according to (5) and (6) are 
shown in Fig. 3a and 3b, respectively. The results of averaging 
the values (6) in the interval SNR=-20...20 dB for different T 
are shown in fig. 3c. 

 

a 

 

b 

 

c 

Fig. 3. Comparison of the methods: difference in expectation (a), ratio of 
standard deviations (b), average of standard deviations ratio (c) 

V. DISCUSSION 

As can be seen in Fig. 1b, the STI estimate obtained by the 
full modulation method is biased towards higher values at 
SNR < -5 dB. At SNR > -5 dB, the STI estimate is 
significantly less biased, and the amount of bias decreases 
with SNR increasing. For T = 16 s, the value of the shift does 
not exceed 0.007 in the range of SNR = -28…+28. The 
standard deviation of the STI estimate (Fig. 1c) has a 
maximum in the range of SNR values from -18 dB to -8 dB 
and decreases to very small values as the SNR approaches 28 
dB. A noticeable decrease also occurs as the SNR approaches 
minus 28 dB. For T = 16 s, the value of the standard deviation 
does not exceed 0.003 in the range of SNR = -28…+28. 
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As can be seen in Fig. 2a and 2b, the STI estimate obtained 
by the full FM method is noticeably biased towards higher 
values at SNR < -10 dB and SNR > +10 dB. In general, the bias 
value decreases with increasing duration. For T = 16 s, the 
value of the bias does not exceed 0.004 in the range of SNR = -
28…+28. The standard deviation of the STI estimate (Fig. 2c) 
has a maximum in the range of SNR values from minus 18 dB 
to minus 8 dB and decreases to very small values as the SNR 
approaches 28 dB. Some reduction in the standard deviation 
of the STI score also occurs as the SNR approaches minus 28 
dB. For T = 16 s, the value of the standard deviation does not 
exceed 0.004 in a wide range of SNR = -28…+28. 

Shown in Fig. 3a results show that at T = 16 s, the modulus 
of the difference between the average values of STI estimates 
does not exceed 0.005 in a wide range of SNR = -28…+28 dB. 
As can be seen in Fig. 3b, the results of calculations according 
to (6) show that the standard deviations of the estimates also 
differ little. The deviations ratio is close to 1 in the range of 
SNR = -28…+15 dB. However, for SNR > 15 dB and T < 32 
s, the standard deviation of the FM method is 3-6 times higher 
than that of the modulation method. A graph of the 
dependence of the averaged values of the ratio (6) on the 
duration T of the test signals (1) over the range of SNR = -
20…+20 dB is shown in Fig. 3c. It can be seen that the 
standard deviations of STI estimates for the FM method are 
only about 20% higher than those for the modulation method, 
although in the case of T = 4 s such an excess is more 
significant and reaches 80%. 

The values of the maximum STI estimation errors 

obtained in this paper are presented in the Table 1, where ∆  
is the maximum bias, within the interval -28 dB < SNR < 28 

dB, Σ  is the maximum standard deviation, 2 2Ω = ∆ + Σ  is 
the maximum total measurement error. 

TABLE I.  MEASUREMENT ERRORS 

Method Т (s) ∆  Σ  Ω  

Modulation 

4 0.032 0.004 0.032 

8 0.016 0.004 0.016 

16 0.007 0.003 0.008 

32 0.003 0.002 0.004 

64 0 0.001 0.001 

FM 

4 0.022 0.007 0.023 

8 0.011 0.006 0.013 

16 0.004 0.004 0.006 

32 0.002 0.004 0.004 

64 0 0.002 0.002 

 

Since the value of just noticeable difference JND = 0.03 
[11] is considered acceptable for practical application as the 
STI estimation error, it can be seen from the Table 1 that this 
requirement is practically satisfied even at T = 4 s. The 
maximum total error of STI estimation is close to 0.03 for both 

methods in this case. At T = 8 s and T = 16 s, the maximum 
total STI estimation error for both methods is close to 0.02 and 
0.01, respectively. Note that these results are in good 
agreement with [6], where it is indicated that the STI 
estimation error is 0.02 for a test signal duration of 10 s. 

However, it should be noted that this conclusion is actually 
verified for the situation when the reverberation time in the 
room does not exceed T60 = 1 s. For T60 > 1 s, this conclusion 
needs additional verification. 

CONCLUSION 

Under the combined effect of noise and reverberation, the 
full modulation and full FM STI measurement methods 
provide virtually the same accuracy in the range of signal-to-
noise ratios from minus 28 dB to plus 28 dB and in the range 
of test signal durations from 4 s to 64 s, provided that the time 
reverberation does not exceed 1 s. At the same time, the 
duration of T = 4 s of test signals is minimally acceptable and 
provides an estimation error close to 0.03. The use of test 
signals with a duration of T = 8 s and T = 16 s allows to reduce 
the STI estimation error to 0.02 and 0.01, respectively. 

The case when the reverberation time exceeds 1 s requires 
additional research. 
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Abstract — This paper comprehensively investigates the 

efficiency and performance of the keypoints detection and 

description methods in computer vision and image processing. 

Four widely used methods - SIFT, SURF, ORB, and BRISK are 

compared and analyzed. The study aims to assess the influence 

of different parameters on detecting and describing keypoints, 

specifically focusing on the limitation of the number of keypoints 

and Lowe’s ratio values. The effectiveness of each method is 

evaluated by analyzing the similarity coefficient for pairs of 

images with varying degrees of similarity. It has been found that 

the similarity coefficient is also rising, with Lowe’s ratio rising. 

At the same time, both Lowe’s ratio and detected keypoints 

number limitation significantly impact the achieved methods’ 

performance. The results obtained from the experiments 

provide valuable insights into the pros and cons of each 

keypoints method. Furthermore, we suggest how to optimize 

parameter settings to achieve optimal performance. The 

findings of this research can benefit researchers and developers 

working in computer vision and image processing. 

Keywords — keypoints, detection, description, matching, 

SIFT, SURF, ORB, BRISK. 

I. INTRODUCTION 

Computer vision and digital image processing have 
witnessed significant advancements in recent years, driven by 
the increasing availability of visual data and the demand for 
efficient algorithms. In this context, detecting and describing 
keypoints have become crucial tasks for image analysis and 
pattern recognition [1-3]. 

Several keypoints detection and description methods 
have appeared, each with unique strengths and limitations. 
Prominent among these methods are SIFT (Scale-Invariant 
Feature Transform), SURF (Speeded-Up Robust Features), 
ORB (Oriented FAST and Rotated BRIEF), and BRISK 
(Binary Robust Independent Elementary Features) [4-9]. 
These methods have applications in diverse fields, from 
medical imaging and robotics to surveillance and agriculture 
[10-15]. 

Despite their wide adoption, there remains a need to 
explore the influence of different parameters on the 
effectiveness of these keypoints methods. The main objective 
of this study is to investigate the impact of keypoints number 
limitation and Lowe’s ratio test values on accuracy and 
efficiency.  

Additionally, an analysis and comparison of the 
performance of SIFT, SURF, ORB, and BRISK methods 
under different settings, focusing on their ability to detect 
similar images efficiently, was conducted. Our findings will 
provide valuable insights into the strengths and weaknesses of 

each method and offer an approach for parameter optimization 
to achieve satisfying results in practical applications. 

II. METHODS AND MATERIALS 

We prepared a dataset of 100 images of beer cans to 
evaluate the performance of the methods for keypoints 
detection and description (Fig. 1). The images were taken on 
the iPhone XS primary camera. The resulting images were in 
HEIC format in 2268 x4032 resolution. Due to the inability of 
the OpenCV to work with this format directly, the images 
were converted into PNG format. At the same time, we are 
focused on the mid-resolution photos at the current stage of 
our investigation. Hence, the images were downscaled to be 
in 720x1280 resolution. The dataset falls into ten groups, each 
containing ten similar images. 

 
Fig. 1 Some samples of investigated images 

Each method’s implementation for keypoints detection 
and description was obtained from the OpenCV library [16]. 
A custom Python program was designed to analyze the 
effectiveness of each method with different parameter values.  

Various parameter settings were explored to investigate 
the impact of different parameters’ values on the detected and 
described keypoints number limitation [16]. For SIFT and 
ORB, the "nfeatures" parameter varied from 100 to 1000 with 
a step size 100. For SURF, the "hessianThreshold" parameter 
was adjusted from 300 to 600 with step size 50, 600 to 1500 
with step size 200, and 1500 to 2700 with step size 300. 
BRISK’s "thresh" parameter varied from 46 to 88 with a step 
size 3. 

Our implementation enabled us to explore various values 
of Lowe’s ratio [4], a key parameter used to filter suitable 
matches after keypoints detection and description. The 
program uses Lowe’s ratio with varying values from 0.6 to 
0.85 with a step size of 0.05. Besides, to compare images 
based on their keypoints, a matching technique using the 
"cv2.BFMatcher" method was employed, specifically the 
"bf.knnMatch" function with parameter k set to 2 [16]. To 
assess the effectiveness of every method for each pair of 
images, a similarity coefficient was found, which shows the 
percentage of matching key points between two images 
relative to the total number of key points on them. 

III. RESULTS AND DISCUSSION 

Boxplots were utilized to represent valuable information 
about the spread and variation of the similarity coefficients 
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within each method to investigate the impact of different 
parameter values thoroughly. These boxplots were 
categorized into two groups: similar and different. 
Additionally, the boxplots illustrate the distribution of 
similarity coefficients for different parameter values of 
Lowe’s ratio and the number of detected keypoints. Also, each 
graph contains the average value line plots of the similarity 
coefficient and its standard deviation in the backgrounds. 

 

Fig. 2. The similarity matrix for the set of keypoints generated using the SIFT 
method. 

 

 

 

Fig. 3. Results, obtained by SIFT with different Lowe’s Ratio (A-0.7, B-0.75, 
C-0.8)  and different number of average points. 

A heat map matrix of 100*100 was created for each of the 
algorithms, corresponding to the number of images. Fig. 2 
presents an example of analyzed heatmaps. They contain 
similarity coefficients ranging from 0 to 100 in the appropriate 
color for better visual understanding. The diagonal elements 
represent the similarity of the image to itself and are always 
equal to 100%. 

 

 

 

Fig. 4. Results, obtained by SURF with different Lowe’s Ratio (A-0.7, B-
0.75, C-0.8)  and different number of average points. 

Fig. 3 depicts the distribution of similarity coefficients for 
SIFT with varying Lowe’s ratio values and different numbers 
of keypoints. It is observed that increasing Lowe’s ratio leads 
to a decrease in the number of outliers for both similar and 
different images. Additionally, as the number of detected 
keypoints increases, the number of outliers decreases, but it 
slightly rises for keypoints in the range of 700 to 800. 

Further analysis reveals that the average and standard 
deviation ratio decreases with increasing Lowe’s ratio. 
Additionally, as the number of detected keypoints increases, 
this ratio decreases for similar and different images. The 
optimal values for SIFT are considered to lie within the ranges 
of 0.75 to 0.8 for Lowe’s ratio and 400 to 1000 for the average 
number of detected keypoints. 

Fig. 4 illustrates the distribution of similarity coefficients 
obtained by the SURF method. The results show that the 

A 

B 

C 

A 

B 

C 
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similarity coefficients decrease as the number of keypoints 
increases with different Lowe’s ratio values. Furthermore, 
increasing Lowe’s ratio leads to a decrease in the number of 
outliers for similar images and an increase in outliers for 
different images. Meanwhile, as the number of detected 
keypoints increases, the number of outliers decreases for 
similar and different images. 

The ratio between the average and standard deviation 
decreases overall with increasing Lowe’s ratio. Moreover, 
with an increase in the number of detected keypoints, the ratio 
increases for similar images but decreases for different 
images. The considered optimal values for SURF are 0.7 to 
0.75 for Lowe’s ratio and 470 to 762 for the average number 
of detected keypoints. 

 

 

 

Fig. 5. Results, obtained by ORB with different Lowe’s Ratio (A-0.7, B-0.75, 
C-0.8)  and different number of average points. 

Fig. 5 demonstrates the results obtained from the ORB 
method. The similarity coefficients decrease with an increase 
in the number of detected keypoints. Moreover, the number 
of outliers decreases with an increase in Lowe’s ratio. The 
behavior of outliers for similar and different images shows 
fluctuations with the same amplitude, except for a significant 
fall at the start for different images. 

The ratio between the standard and average deviation 
decreases with an increase in Lowe’s ratio. Additionally, as 

the average number of detected keypoints rises, the ratio 
decreases for similar and different images. The optimal 
values for ORB are considered to lie within the ranges of 0.75 
to 0.8 for Lowe’s ratio and 800 to 1000 for the average 
number of detected keypoints. 

 

 

 

Fig. 6. Results, obtained by BRISK with different Lowe’s Ratio (A-0.7, B-
0.75, C-0.8)  and different number of average points. 

Fig. 6 presents the results of the BRISK method. The 
similarity coefficients increase with the rising number of 
detected keypoints. With an increase in Lowe’s ratio, the 
number of outliers decreases for similar and different images. 
However, for similar images, the number of outliers shows a 
fluctuating pattern with increasing and decreasing amplitude. 

The ratio between the standard and average deviation 
decreases with a decrease in Lowe’s ratio. Simultaneously, 
increasing the number of detected keypoints increases the 
ratio for similar images but decreases for different images. 
The optimal values for BRISK are considered to lie within the 
ranges of 0.7 to 0.75 for Lowe’s ratio and 1496 to 1969 for the 
average number of detected keypoints. 

Table 1 presents the time consumed by each method for 
completion. Notably, SIFT exhibited the longest processing 
time, surpassing the following method by nearly threefold. 
The second most time-consuming method was SURF. 
Conversely, ORB demonstrated the shortest processing time 
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among the evaluated methods. BRISK, the second fastest 
method, required approximately twice as much time as ORB 
for completion. 

TABLE I.  COMPARISON OF DETECTION AND DESCRIPTION SPEED 

Methods name Parameters’ value 

Average 

of  detecting 

time, sec 

SIFT nfeatures: 100-1000 12.45 

SURF hessianTheshold: 300-2700 4.75 

ORB nfeatures: 100-1000 1.17 

BRISK tresh: 46-88 1.88 

 

The results showed that SIFT exhibited the highest 
precision among the methods, making it suitable for tasks 
prioritizing accurate image recognition. However, it also 
demonstrated the slowest execution time, which could be a 
limitation in real-time applications. On the other hand, ORB 
demonstrated the fastest execution time but showed the 
lowest precision, making it more suitable for applications that 
prioritize processing speed over precision. 

SURF and BRISK provided a balanced trade-off between 
precision and speed. While SURF was slightly slower than 
BRISK, it offered better recognition performance. These 
methods could be considered viable for applications 
compromising speed and accuracy. 

CONCLUSION 

The investigation into the influence of parameter values, 
particularly Lowe’s ratio and keypoints limitation, 
demonstrated its significant impact on the detection and 
description methods’ performance. Adjusting Lowe’s ratio 
proved essential in filtering detected keypoints and 
improving matching results. At the same time, keypoints 
limitation notably impacts the overall similarity coefficient. 

All methods demonstrate an increase in similarity 
coefficient with an increase in Lowe’s ratio. As the Lowe’s 
ratio increased, the average and standard deviation ratio 
generally decreased, indicating a more stable and reliable 
matching performance. However, the behavior of the ratio 
concerning the number of detected keypoints varied among 
the methods. For some methods, the ratio decreased with an 
increase in the number of keypoints, while for others, it 
exhibited fluctuations with specific amplitude ranges. 
Examining optimal parameter values for each method allows 
us to make informed decisions when choosing the most 
suitable configurations for specific tasks.  

We have acknowledge that the study was limited to a 
specific dataset of beer can images taken almost in ideal 
conditions. However, in real-world applications, images may 
have visual noise or artifacts. Hence, attention should be paid 
to estimating the performance of the applied methods with 
distorted images. Furthermore, in future research, alongside 
with similarity coefficient, we will consider some of the 
standard metrics, such as SSIM, MS-SSIM, UOI, VIF, and 
others for method effectiveness evaluation. 

In conclusion, this research contributes to the field of 
computer vision by offering a comparative analysis of 
keypoints detection and description methods and their 
performance on a specialized dataset. Future research built 
upon these findings can explore the methods’ performance in 
different contexts and enhance the efficiency and accuracy of 
keypoint-based image processing techniques. 
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Abstract — A new approach for determining the size and 

depth of internal square planar defects in laminated composite 

panels using a developed optoacoustic technique is proposed. 

The size of the defect is determined by spatial light responses 

generated by a region of interest, which is located above the 

defect and oscillated at the fundamental frequency or multiple 

resonant frequencies. The defect depth is determined using the 

family of experimental dependencies of the resonant frequency 

on the defect size. Experimental results proved the 

effectiveness of the proposed approach in identifying internal 

planar square defects in fiberglass panels. 

Keywords — internal square planar defects, composite panel, 

defect size and depth, optoacoustic technique, region of interest, 

dynamic speckle patterns, decorrelation 

I. INTRODUCTION 

Сomposite materials are widely used in machines, 
aircrafts, vehicles, buildings, etc. However, the presence of 
several components in composites with different 
physicochemical and mechanical characteristics contributes 
to the formation of various internal defects, including 
delaminations, cracks, disbonds, voids, inclusions, matrix 
cracking, etc. Therefore, the problem of detecting subsurface 
damage and defects in composite structures is very relevant 
[1]. 

Several nondestructive testing (NDT) techniques can 
detect internal defects in composites with a certain level of 
confidence [1, 2]. They also include hybrid optical-acoustic 
NDT techniques, in which the composite structure is excited 
by an acoustic wave, and its probing is carried out using 
optical radiation. These techniques can be divided 
conventionally on two basic directions. The first direction 
uses scanning laser beam to monitor the composite surface 
excited by acoustic waves [3–6], and second ones uses the 
expanded laser beam illumination of the excited surface area 
to record speckle fringe patterns, shearograms, holograms 
and speckle patterns [7−14]. 

We are developing the second direction based on Speckle 
Metrology techniques. In particular, in Karpenko Physico-
Mechanical Institute of the NAS of Ukraine, the difference 
dynamic digital speckle pattern interferometry method for 
detection of internal defects in composite panels has been 
developed [11, 14]. The hybrid interferometric system that 
implements this method has been created and experiments to 

detect internal defects were performed. However, the 
interferometric systems implementing this and similar 
methods require complex equipment. In addition, these 
methods are very sensitive to vibrations and to speckle 
decorrelation. 

II. OPTOACOUSTIC TECHNIQUE 

A new optoacoustic technique for detecting internal 
defects in composite structures allowing to reduce or even 
eliminate the influence of external vibrations has been 
developed [10, 11, 15, 16]. This technique is based on a new 
approach to defect detection by forming dynamic speckle 
patterns of the composite surface area excited by acoustic 
wave and selecting the region of interest (ROI) located 
directly above the defect. A spatial response from the defect 
is produced after digital processing of a series of dynamic 
speckle patterns. The hybrid optical-digital system (HODS) 
that implements this technique can be used in the field, since 
it is much less sensitive to external influences (vibrations, 
etc.) compared to known interferometric systems for 
detecting internal defects and is much simpler than such 
systems. 

Upon acoustic excitation of the composite, the ROI 
above the defect begins to oscillate. ROI can be considered 
as a thin edge clamped membrane. Under the action of 
flexural acoustic waves, the ROI oscillates at its resonant 
frequencies, which approximately correspond to the 
resonant frequencies of such a membrane. Flexural waves 
act on the material in a direction transverse to the direction 
of acoustic wave propagation. Therefore, vibrations of the 
ROI in an out-of-plane direction concerning the surface are 
dominant. The simplified optical scheme of an imaging 
system for internal defects visualization is shown in Fig. 1. 
In this scheme, the composite panel containing the ROI is 
excited by acoustic flexural waves and the laser beam 
illuminates the studied rough surface area. The ROI begins 
to oscillate, and a series of dynamic speckle patterns of the 
illuminated area are recorded as the ROI oscillates. The 
vibrating ROI generates a local speckle pattern (LSP). In the 
LSP, its structure and speckle contrast change in sync with 
ROI oscillations. These changes are caused by the fact that 
the spatial frequency shift ∆ν in the lens aperture plane due 
to the ROI’s elements tilt on angle β leads to decorrelation 
of the LSP during the ROI tilting relative to the initial LSP,
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Fig. 1. Simplified optical scheme of the defect visualization. 

when the ROI has no tilt. The angle β is connected with 
frequency shift ∆ν by the next equation [17]: 

∆ν=(1+cosθ)β/λMl,                            (1) 

where λ and θ are the wavelength and incidence angle of 
laser light, Ml is the lateral demagnification of the imaging 
system. 

On the other hand, the LSP decorrelation can be 
estimated by the Yamaguchi correlation factor (YCF) CY, 
that is [18, 19] 

CY = (4/π2){arccos(|∆ν|/Dν) − 

(|∆ν|/Dν)[1− (|∆ν|/Dν)2]0.5}2,                   (2) 

where Dν = D/λz is the lens aperture diameter in the 
frequency domain, D is the lens aperture diameter, z is the 
distance from the lens aperture to the matrix sensor of a 
digital camera (DC) (see Fig. 1).  

The YCF shows that full decorrelation is achieved at a given 
threshold tilt angle β

t
 if ∆ν

t 
= D

ν
. In this case, β

t
 is the 

minimum tilt angle at which the YCF between the 
transformed parts of the LSP generated by the ROI’s tilted 
elements and the corresponding parts of the initial LSP 
generated by the flat ROI reaches zero. Taking into account 
(1) and (2), the threshold tilt angle is given by [15] 

βt = MlD/z(1+cosθ).                           (3) 

ROI above the square planar defect can be considered as the 
thin edge clamped square membrane and the ROI out-of-
plane motion can be evaluated by equation of the membrane 
motion [20, 21]. Flexural waves propagating in the ROI act 
in the perpendicular direction to the direction of propagation 
[3, 4, 22]. Therefore, only transverse nodes are subjected to 
tilting. Fig. 2 shows the transverse node tilts in a square 
membrane at the fundamental resonant frequency 
(membrane mode (1,1)) and multiple resonant frequency 
(membrane mode (1,2)). The membrane transverse nodes 
correspond to light spots. These spots are visualized due to 
the LSP decorrelation, which is performed by subtraction of 
the LSP generated by the tilted ROI from the LSP generated 
by the flat ROI. 

The fundamental resonant frequency of the square planar 
defect is described by the next formula [4]: 

  
a b 

Fig. 2. Light spots in transverse nodes of an oscillated square membrane: 
(a) membrane mode (1,1); (b) membrane mode (1,2). Dashed lines show 
the direction of flexural waves action. 

f11,t = 1.71(h/a2)[E/ρ(1−µ2)]0.5,                  (4) 

where a is the defect size, h is the defect depth, E is the 
elastic modulus, ρ is the material density, and µ is the 
Poisson's ratio.  

Knowing the fundamental frequency, it is easy to 
establish multiple resonant frequencies at mode (m,n) 
according to the given formula [23] 

fmn,t = (c/2)[(m2 + n2)/a2],                      (5) 

where c is the acoustic wave velocity. 

 Speckle blurring and decrease in speckle contrast in the 
LSP can also occur due to the reduction of spatial coherence 
of light during the ROI’s out-of-plane displacement [24, 25], 
as well as due to the time averaging of dynamic speckles at 
their registration. This factor contributes to the formation of 
light spatial responses not only from the transverse nodes, 
but also from the antinodes of the oscillating ROI. 

III. IMPLEMENTATION OF OPTOACOUSTIC TECHNIQUE 

We have created the HODS setup implementing the 
developed optoacoustic technique [15, 16]. The setup 
scheme is shown in Fig. 3. In contrast to interferometric 
systems, it does not contain the reference beam, so it is not 
sensitive to vibrations and can be used in natural conditions. 
To extract the spatial response from a defect, we correlate 
the total speckle pattern Iq,o(i,j) obtained at the maximum 
values of the acoustic wave amplitude with the total speckle 
pattern Iq,e(i,j) obtained at its minimum values. These two 
speckle patterns are recorded at the opposite tilts of the ROI. 
The correlation procedure is performed by subtracting these 
patterns and obtaining a total difference speckle pattern  

Iq(i,j)=|Iq,o(i,j) − Iq,e(i,j)|.                        (6) 

The total speckle patterns Iq,o(i,j) and Iq,e(i,j) are obtained  
by summing the initial speckle patterns Ip,q1(i,j) and Ip,q2(i,j), 
that is  

Iq,o(i,j)=Σp[Ip,q1(i,j)],    Iq,e(i,j)=Σp[Ip,q2(i,j)].          (7) 

 The initial speckle patterns are recorded during two 
exposures of the DC equal to frame time T. On the first 
frame time T, the series of initial speckle patterns Ip,q1(i,j) are 
recorded at the maximum amplitude of the acoustic wave 
with a time gap τ<<T, which duration is controlled by an 
acousto-optic deflector. On the second frame time T, the 
series of initial speckle patterns Ip,q2(i,j) are recorded at the 
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minimum amplitude of the acoustic wave with the same time 
gap τ. 

 In this setup, the full decorrelation between speckle 
patterns Iq,o and Iq,e is achieved with opposite tilts of the ROI. 
Hence, the threshold angle βthr becomes two times smaller, 
that is, βthr = βt/2 (see (3)). 

IV. EXPERIMENTS ON IDENTIFICATION OF SQUARE PLANAR 

DEFECTS 

We conducted experiments on the identification of 
internal square planar defects in fiberglass laminated panels 
made from layers of STEF-1 fiberglass and epoxy phenol 
polymer resin as a binding material. To this end, 6 test 
samples were produced. Each sample contains 3 panels glued 
together (400x250 mm). The bottom layer with a thickness 
of 5 mm is the base. The middle layer is 1.5 mm thick 
fiberglass, in which holes of various sizes and shapes were 
milled. The top panels are 0.5 to 3.0 mm thick in 0.5 mm 
increments. Arrangement of holes in the middle layer of 
panels is shown in Fig. 4. 

Results of detection of spatial responses from the planar 
defect No.4 with sizes 20×20×1.5 mm3 at the fundamental 
resonant frequency f11=12.2 kHz and the depth h=0.41 mm 
and from the same defect at the multiple resonant frequency 
f12=35.5 kHz and the depth h=1.87 mm are shown in Fig. 5. 
This Fig. shows that the structure of the spatial responses is 
similar to the structure of the transverse nodes  of  the  square  

 
Fig. 3. Scheme of the hybrid optical-digital system setup.  

 
Fig. 4. Scheme of hole arrangement in middle layer of fiberglass laminated 
panels: 1 – round hole, ∅45 mm; 2 – square hole, 15×15 mm; 3 – round 
hole, ∅ 35 mm; 4 – square hole, 20×20 mm; 5 – square hole, 30×30 mm; 6 – 
round hole, ∅25 mm; 7 – square hole, 35×35 mm; 8 – round hole, ∅ 20 
mm; 9 – square hole, 50×50 mm; 10 – round holes, ∅6, ∅8, ∅10, ∅12, and 
∅14 mm. 

    
a b c d 

Fig. 5. Spatial responses from the defect No.4 at resonant frequencies: (a) 
response at the fundamental frequency f11=12.2 kHz and the depth h=0.41 
mm; (b) the same response after low-pass filtering (LPF); (c) response at the 
multiple frequency f12=35.5 kHz and the depth h=1.87 mm; (d) the same 
response after LPF. 

membrane (see Fig. 2), and the sizes of these responses are 
equal to the size of defect No.4. 

 Structures of spatial responses from the square membrane 
at the multiple resonant frequencies f13 and f14 and results of 
detection of spatial responses from the same defect at the 
multiple resonant frequencies f13=24.2 kHz and f14=35.8 kHz 
and the depth h=0.41 mm are shown in Fig. 6. These Figs. 
also indicate that the structure of spatial responses is similar 
to the structure of the transverse nodes of the square 
membrane, and the dimensions of the obtained spatial 
responses correspond to the dimensions of the defect No.4. 

We obtained dependencies of the experimental resonant 
frequencies f

11
, f

12
, f

13
 on the depth of the defect No.4 shown 

in Fig. 7 and marked by solid curves. The theoretical 
dependencies f

11,t
, f

12,t
, f

13,t
 on the same defect depth were 

obtained using Eq. 4 and Eq. 5. To calculate these 
dependencies, it is necessary to know elastic modulus E, 
Poisson's ratio µ and the material density of ρ of the 
fiberglass panel STEF-1. To this end, the experiments for 
definition of E and µ were performed using the STEF-1 
specimens, which thickness was equal to 1.8 mm. The 
orthotropic specimens were cut out along one of the two 
fiberglass laying directions, while the longitudinal axes of 
the specimens coincided with the direction of acoustic wave 
propagation. The fabricated specimens were fixed on a 
tensile-testing machine FP–100 and subjected to stretching 
until their rupture at Fmax≈11,000÷11,800 N. An 
optoelectronic system containing a lens Jupiter-37A, a lens 
adapter and a digital camera BFS-U3-28S5 was used to 
measure the specimen tension ∆l in the longitudinal 
direction and compression ∆l⊥ in the transverse direction. 
The optical scheme of the system was designed so that its 
linear magnification was equal to M=0.3. Based on 
experimental data and results of calculations, we established 
that E=23.3±1.3 Gpa, µ=0.14±0.02, ρ=(1.70±0.05)×103 
kg/m3. These experimental data allow calculating the 
theoretical fundamental and multiple resonant frequencies. In 
Fig. 7, the theoretical resonant frequencies f

11,t
, f

12,t
, f

13,t
 are 

marked by dashed lines. All of them indicate a monotonic 
increase in these frequencies with increasing the defect depth 
h. The dependences of the experimental and theoretical 
resonant frequency ratios on the defect depth h are shown in 
Fig. 8. As we can see, the deviations of the experimental 
results from the theoretical ones are clearly seen in both 
graphs. The identified discrepancies between these 
dependencies can be explained, in particular, by imperfection 
of formula (4) for determining the fundamental resonant 
frequency f11,t, deviations in the defects size, the material 
orthotropy, and deviations in the direction of acoustic wave 
propagation. Similar experiments were performed with the 
square planar defects 2, 5, 7 and 9 shown in Fig. 4. 
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a b c 

   

 

d e  
Fig. 6. Spatial responses from the defect No.4 at multiple resonant 
frequencies: (a) structure of square membrane nodes at the resonant 

frequency f13, where transverse nodes are intersect with dashed lines; (b) 
response at the resonant frequency f13=24.2 kHz and the depth h=0.41 mm; 
(c) the same response after low-pass filtering (LPF); (d) response at the 
resonant frequency f14=35.8 kHz and the depth h=0.41 mm; (e) the same 
response after LPF. 

 The obtained graphic dependencies in Fig. 7 and Fig. 8 
indicate that, knowing the spatial responses sizes and the 
fundamental resonant frequencies f

11
 values, it is possible to 

determine the depth h of each found planar square defect. To 
this end, the family of experimental dependencies of the 
fundamental resonant frequencies on the size of defects, 
shown in Fig. 9 can be used to find the depth of the detected 
planar defect. One theoretical dependence for resonant 
frequencies f

11,t
 and the depth h=0.41 mm is shown in this 

Fig. as a dashed curve. The reasons for the discrepancies 
between the experimental and theoretical dependences are 
indicated above. A particularly strong discrepancy takes 
place for deep and short defects caused by the deviation of 
the vibration mode from the classical approximation of a thin 
plate. To reduce the error in determining the depth of defects, 
families of dependencies of multiple resonant frequencies f

12
, 

f
13

, f
14

, f
15

, etc. on the defects size can also be built. An 

example  of  the  family  of  dependencies   of   the   resonant 

 
Fig. 7. Dependencies of experimental and theoretical resonant frequencies 
f11, f12, f13 and f t

11, f t
12, f t

13, (dashed lines) on the depth of the defect No. 4. 
Frequencies f11: � – �;  f12: � – �;  f13: ⊳ – �;  f14: �; f15: � – �. 

 

Fig. 8. Dependencies of experimental and theoretical frequency ratios f12/f11, 
f13,/f11 and f t

12/f t
11,  f t

13/f t
11 (dashed lines) on the depth of the defect No. 4. 

Frequency ratios: f12/f11:� – �; f13/f11: – �; f14/f11:� – �; f15/f11:� – �;    
f t12/f t11:�; f t13/f t11:⊳ ;  f t14/f t11:�; f t15/f t11: �. 

frequency f
12

 on the defect size is shown in Fig. 10. 

CONCLUSIONS 

Thus, the new approach to determine the size and depth of 
square planar subsurface defects in composite panels using 
the spatial structure is proposed using the NDT optoacoustic 
technique. Internal square planar defects can be detected in 
fiberglass laminated composite panels at the depths h=0.1÷3 
mm using the developed optoacoustic technique. These 
defects can also be detected at the deeper depths. The 
fundamental or multiple resonant frequencies of the planar 
square defect excitation can be determined from the spatial 
structure of the defect light responses within the ROI. 
Formation of light responses from defect occurs due to the 
tilting of the ROI under acoustic excitation. The size of the 
light response is approximately equal to the defect size. 
Hence, knowing the defect size and the fundamental resonant 
frequency of the ROI, we can find the defect depths using the 

 
Fig. 9. Dependencies of fundamental resonant frequencies f11 (solid curves) 
and f t11 (dashed curve) on the defects size a for different depths. 

 

20 mm 20 mm 
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Fig. 10. Dependencies of multiple resonant frequencies f12 on the defects size 
a for different depths. 

dependencies of the fundamental resonant frequency on the 
defect size (see Fig. 9). To improve the accuracy of the 
defect depth definition, one can use the dependencies of the 
multiple resonant frequencies on the defect size (see, for 
example, Fig. 10). 
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Abstract — To assess the potential damage from jamming 

attacks on a Bluetooth Low-Energy (BLE) Beacon device, an 

experimental setup with a packet emitter, sniffer, and signal 

spectrum control at the receiving point was used. With less than 

0.7% of successfully delivered packets, it is impossible to talk 

about the success of even non-critical equipment. From the ratio 

of single-error packets to lost packets rate, it can be seen that 

the tipping point occurs on the chart at minus 12 dBm for a 

2 Mb/s baud rate. An increase in the level of the interference 

signal may be invisible to the user until a certain point when the 

number of errors in the system begins to increase like an 

avalanche. This results in an increase in lost packets and the 

generation of new traffic due to retransmissions. However the 

additional traffic is also subject to interference, so the useful 

data rate is reduced even more. It should be noted that for low 

transmission rates, the single-error packets to lost packets rate 

is constant. 

Keywords — jamming, Bluetooth Low-Energy, BLE, beacon, 

iBeacon, Eddystone, AltBeacon, PER. 

I. INTRODUCTION 

The widespread use of passive radio tags in retail has 
simplified the process of selling goods. The cost of the radio 
tag has little effect on the price of the goods, therefore it can 
be widely used for goods of the middle and highest price 
categories. For advertising, information, and navigation 
purposes inside the trading floor, tags of another type of BLE 
Beacon are used, which actively transmit their identifiers. 
Simultaneously with labels, local and global networks are 
used, which allows us to process actions in real time [1–3]. 

Jamming is an attack that disrupts the entire wireless 
network and restricts all or part of the availability of resources 
on a given network [4]. 

In previous works, we have considered various types of 
attacks on wireless systems: sniffing [5], spoofing [5, 6], 
denial-of-service [7], and men-in-the-middle attacks [8], 
including using Software-Defined Radio (SDR) [5, 8]. The 
goal of the current study is to determine the resistance of BLE 
Beacon technology to jamming attacks. 

Sect. II reviewed previous work in this area. In Sect. III 
presents the scheme of the experiment, hardware, and 
software. Victim signal level validation is described in Sect. 
IV. The results of the experiment are given in Sect. V 
(spectrum estimation) and VI (error rate). The paper ends with 
conclusions and outlines for the following research in Sect. 
VII. 

II. SOURCE REVIEW 

The proposed in [4] considers models of the node’s round 
trip time to detect jamming attacks with the optimization 
method. This approach can only partially secure the system 
but does not completely solve the problem of the vulnerability 
of the wireless network. [9] provides an in-depth overview of 
various secure relaying strategies and schemes of solutions for 
cooperative jamming techniques, with an emphasis on power 
allocation and beamforming techniques. This distribution 
avoids a complete failure of the system. Individual elements 
may become inaccessible, so duplicate paths should be used 
to ensure accessibility. The adaptation method proposed in 
[10] requires additional systems for analysis and 
reconfiguration, which complicates the implementation of 
such trips. The Bayes-adaptive mixed-observable Markov 
decision process model is proposed in [11] to extend the 
current Bayesian reinforcement learning models to handle the 
state's mixed observability. This approach dramatically 
increases security but requires additional computing 
resources. 

III. EXPERIMENTAL LAYOUT 

A. Experiment General Scheme 

In the current research, a scheme was used in which BTE 
Beacon devices as victims. The active attacker is implemented 
on Nordic Semiconductor (NS) nRF24L01+ with power and 
low-noise amplifiers [12]. The packet sniffer is configured to 
receive packets from Beacons. The sniffer is based on Texas 
Instruments (TI) CC2541 [13]. A spectrum analyzer based on 
the SDR bladeRf [14] was used as a control device. The 
interaction scheme is shown in Fig. 1. 

 

Fig. 1. Experiment scheme. 

B. Victim Equipment 

Modern Beacons work on BLE technology—Bluetooth 
5.0 and higher. The most common devices are presented in 
Table I. The formats of transmitted messages differ [15, 16], 
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but at the moment devices are already available that can work 
with different formats simultaneously [17]. 

TABLE I.  MOST COMMON BEACON TYPES 

Beacon Type Manufacture 
Package length, 

bytes 

iBeacon [18] Apple Inc. 30 

Eddystone [19] Google Inc. 31 

AltBeacon [20] Radius Networks Inc. 37 
 

The equipment operates in the same frequency range and 
according to the same specification, so we can use the same 
jamming method for all devices of this type. 

C. Packet Sniffer Equipment 

The TI CC2541 module [13] was used as a packet sniffer. 
Two module modifications of this sniffer are available, shown 
in Fig. 2. 

 

Fig. 2. Various designs of TI CC2541 packet sniffer with planar (above) 
and external antenna (below). 

Installing the sniffing firmware requires the use of the TI 
CC-Debugger (see Fig. 3), which in turn requires a native 
firmware update [21]. 

 

Fig. 3. Various designs of TI CC-Debugger replica (above) and original 
design (below). 

The connection diagram of the TI CC2541 modules for 
flashing is shown in Fig. 4. 

 

Fig. 4. Packet sniffer firmware scheme. 

Sniffing results can be saved as a sequence of packets that 
are available for later analysis in the SmartRF Packet Sniffer 
software [22]. 

D. Attacker Equipment 

The NS nRF24L01+ module [12] is used as an attacking 
device, which operates in a wider range than is required for 
jamming BLE. In addition, you do not need to jam all forty 
channels that the specification suggests, but only three 
channels: 37th (2.402GHz), 38th (2.426GHz), and 39th 
(2.480GHz). Two module modifications of this attacker are 
available, shown in Fig. 5. 

 

Fig. 5. Various designs of NS nRF24L01+ with planar antenna (above) and 
power amplifier, low-noise amplifier, and external antenna (below). 

To implement the attacking side, the project described in 
[23] was used. The Arduino Nano module is used to control 
the NS nRF24L01+ module, as shown in Fig. 6. The attacker 
can work stand-alone with the external power supply. External 
control is not required for it. 

 

Fig. 6. General view of the attack module. 

Unlike the proposed project, only one transmitting module 
is used. Before each packet is sent, the module must be 
reinitialized. As a result, the number of packets in the channel 
decreased by more than six times due to the time for re-
initialization. Only the 38th (0×26) channel was used in the 
experiment (Fig. 7). 
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Fig. 7. An example of a waterfall diagram for the 38th channel. 

E. Spectrum Analyzer Equipment 

The multifunctional SDR Nuand bladeRF [14, 24] was 
used as a spectrum analyzer shown in Fig. 8. To obtain 
spectrograms, the SDR Console (ver. 3.2, build 2731) [25] 
with a driver for this type of SDR [26] is used. The data from 
the spectrum analyzer is corrective but is not used to 
characterize the success of an attack. 

 

Fig. 8. SDR bladeRF as a spectrum analyzer. 

F. Experimental Setup 

The experiment was carried out inside the building. The 
transmitter and receivers were located at a height of one 
wavelength (~12.5 cm) from the floor and in the far field, 
which is a minimum of 60 cm (Fig. 9). 

 

Fig. 9. General view of the experimental setup. 

G. Checking for “Victims” 

Using the Beacon Simulator application for Android 
phones [27], four beacon devices are identified in range (see 
Fig. 10). 

 

Fig. 10. List of “victims” with identifiers. 

The same packages are received in the SmartRF Packet 
Sniffer software [20] and shown in Fig. 11. 

 

Fig. 11. Successfully received packages. 

IV. VICTIM SIGNAL LEVEL VALIDATION 

To estimate the limits of the working signal level of the 
victims, we use the loss path model: 

 PRX = PTX − 10γlog10(r/r0) − L0 (1) 

where PTX is transmit power, dBm; γ is the path loss exponent; 
r is the length of the path; r0 is the reference distance, r0 = 1 m 
for microcell; L0 is a normal random variable [28]. 

For our experiment, let’s take the average value of path 
loss exponent γ = 5 (for indoor it is selected in the range from 
4 to 6) and is the path length r = 10 m. 

Maximum transmitter signal level PTX max = 4 dBm and 
receiver PRX max = –66 dBm (see Fig. 10) [29] therefore L0 = 
10 dBm. Thus, the devices are within the range of minus 66 to 
minus 100 dBm. 

V. SPECTRUM COMPARISON 

The signal spectrum was tracked to control and maintain 
the invariability of the experimental conditions. The 
instantaneous spectrum of the signal at the receiving point was 
obtained for the minimum (Fig. 12), medium (Fig. 13), and 
maximum (Fig. 14) transmitter power. 
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Fig. 12. Spectrum transmits power PTX = –36 dBm for different baud rates. 

 

Fig. 13. Spectrum transmits power PTX = –18 dBm for different baud rates. 

 

Fig. 14. Spectrum transmits power PTX = 0 dBm for different baud rates. 

It can be seen from the graphs that the larger the baud rate, 
the wider the spectrum becomes. This, in turn, leads to a lower 
concentration of energy in the BLE channel, and hence a 
decrease in the number of errors. 

VI. PACKET ERROR RATE 

The experiments were carried out for different signal 
levels (0, –6, –12, –18, and –36 dBm) and different baud rates 
(250 kb/s, 1 Mb/s, and 2 Mb/s). For each combination, the 
experiment was repeated five times. 960 packets were sent, 
and as a result, the number of received and lost packets was 
analyzed. The received packets were of two types: integer and 
with a single error (CRC allows us to identify such packets). 
To evaluate the results, the Packet Error Rate (PER) is used as 
the ratio of whole packets to the total number of packets sent. 
The pattern is almost linear, as shown in Fig. 15. 

 

Fig. 15. PER depends on transmitter power and baud rate. 

The turning point of the graph occurs for different data 
transfer rates in the range of minus (20..10) dBm. The smaller 
the transmitted packet, the later this fracture occurs. The 
process is intermittent, as single-error packets can be detected 
and corrected. 

In addition, we can build a pattern of packets with a single 
error to lost packets (Fig. 16). 

 

Fig. 16. Single-error packets to lost packets rate. 

With a decrease in the transmission speed, no change in 
the graph is observed; only for a transmission speed of 2 Mb/s, 
with an increase in the interference power of more than minus 
12 dBm single-error packets to lost packets rate becomes 
almost constant. 

As can be seen from the above graphs, jamming allows us 
to almost completely drown out the transmission of 
information packets. Since ZigBee protocol is used to transmit 
data from sensors, one of the ways to ensure the stability of 
the network may be duplication at different frequencies or the 
use of a heterogeneous wireless network with proprietary data 
transfer protocols [30]. 

VII. CONCLUSIONS AND FUTURE WORK 

With less than 0.7% of successfully delivered packets, it is 
impossible to talk about the success of even non-critical 
equipment. From the ratio of single-error packets to lost 
packets rate, it can be seen that the tipping point occurs on the 
chart at minus 12 dBm for a 2 Mb/s baud rate. An increase in 
the level of the interference signal may be invisible to the user 
until a certain point when the number of errors in the system 
begins to increase like an avalanche. This results in an increase 
in lost packets and the generation of new traffic due to 
retransmissions. However the additional traffic is also subject 
to interference, so the useful data rate is reduced even more. It 
should be noted that for low transmission rates, the single-
error packets to lost packets rate is constant. 

In future studies, it is planned to consider the impact of 
jamming on the operation of commercial ZigBee modules. 
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Abstract — The article describes in detail the testing and 

operation principle of an autonomous measuring complex 

based on the stm32 microcontroller, designed to study the 

temperature dependence of the electrical resistance of 

thermistors and determine their parameters: 1) the 

coefficients included in the Steinhart - Hart equation; 2) 

thermal time constant characterizing the thermal inertia of the 

thermistor; 3) temperature coefficient of resistance. 

Keyword s— thermistor, thermistor calibration, Steinhart-

Hart equation, thermistor inertia 

I. DESCRIPTION OF THE MEASURING COMPLEX 

Thermistors are semiconductor resistors with a high 
temperature coefficient of resistance. Therefore, they are 
widely used as thermal converters in thermal control and 
thermal stabilization systems, as well as fire alarms and 
microwave radiation power meters [1–4]. When operating a 
thermistor, it is necessary to take into account three main 
factors: 1) thermistors have a spread of parameters even within 
the same batch [5]; 2) possible change in the thermoelectric 
characteristics of the semiconductor resistor during its 
operation; 3) have a nonlinear temperature dependence of 
electrical resistance, which is described by the Steinhart-Hart 
equation [6]: 

31
ln lnA B R C R

T
= + + ;  (1) 

where T is the absolute temperature of the semiconductor 
resistor; A, B, C - coefficients depending on the parameters of 
the thermistor and the range of its operating temperatures; R is 
the thermistor resistance. 

Thus, when using a semiconductor resistor as a thermal 
converter, it is necessary to pre-calibrate and control its 
parameters during operation. For these purposes, a budget 
automated measuring complex (fig. 1) was developed based 
on the STM32F401 microcontroller (MCU), which has a large 
computing power and RAM, which allows performing various 
mathematical calculations. The temperature of the test sample 
is changed using a Peltier element (TEC), on the upper side of 

which a copper substrate (CS) is fixed. Due to the high thermal 
conductivity of copper, the thermistor (R) and digital 
temperature sensor (T) will be in thermodynamic equilibrium 
at the time of measurement. The thermistor and temperature 
sensor are fixed on a copper substrate with heat-insulating 
clips. The underside of the Peltier element is glued with heat-
conducting adhesive to a radiator with forced air cooling. The 
TEC is controlled by a two-channel relay module (RM) and a 
voltage to current converter (VCC). The relay module sets the 
operating mode (heating or cooling of the copper substrate) by 
changing the polarity of the supply voltage of the Peltier 
element. The temperature of the thermistor at the moment of 
measurement is determined both by the ambient temperature 
and by the value of the current flowing through the Peltier 
element. The amount of this current is controlled by the output 
voltage of a 12-bit digital-to-analogue converter (DAC) 
applied to the VCC input. 

 

Fig 1. Functional diagram of the measuring complex. 

The investigated semiconductor resistor (R) is connected 
with one output through a digital potentiometer (DP) to a 
common wire (ground), and with the second, through an 
inductance to the MCU supply voltage. The voltage from the 
digital potentiometer through a buffer amplifier with an input 
resistance of 30 MOhm (not shown in the diagram) is fed to 
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the input of a 12-bit analog-to-digital converter (ADC) of the 
microcontroller. The thermistor resistance is calculated from 
the obtained values of voltage and resistance DP. The ADC 
sampling frequency can be changed in the settings menu in 
the range from 1 kHz to 1 MHz. 

All the necessary information is displayed on a 2.8-inch 
TFT display with a touchscreen that communicates with the 
microcontroller via the SPI interface. The unit is controlled 
by a control unit (CB) consisting of an encoder and two 
buttons. A passive buzzer (PZ) is used to alert the user with 
an audible signal. Pairing with a computer is carried out using 
a USB-UART converter (not shown in the diagram). 

The measuring complex can operate in the following 
modes: 

1) single mode – thermistor temperature is set, and its 
resistance is measured; 

2) calibration mode – automatic measurement of the 
resistance of the thermistor in the specified temperature 
range. Approximation of the obtained values by the least 
squares method and determination of the coefficients A, B, C 
in equation (1). The display shows experimental points and a 
graph of the approximation function; 

3) pairing mode - the measuring complex is controlled 
and exchanges data with a computer using a specially written 
program; 

4) time constant determination mode - measurement of 
the thermistor temperature dependence on time when it is 
freely cooled in air. Least squares linear approximation and 
determination of the time constant characterizing thermal 
inertia. 

The choice of the operating mode and the setting of the 
required parameters is carried out using the control unit. 

 

II. SETUP OF THE MEASURING COMPLEX 

To determine the parameters of a thermal converter with 
high accuracy, two conditions must be met: 1) measuring the 
resistance and temperature of the thermistor with the 
minimum possible error; 2) carrying out measurements in a 
stationary state of thermodynamic equilibrium of a digital 
temperature sensor and a thermistor. 

The accuracy of resistance determination depends on the 
characteristics of the ADC of the microcontroller and on the 
voltage at the reference resistance connected in series with 
the thermistor. If the voltage at the ADC input is in the upper 
half of its scale and the numerical value of the voltage that 
will be used for calculations is the arithmetic mean of 
multiple measurements, then the error will be less than 1% 
(fig. 2a). If the resistances of the thermistor and the reference 
are very different, then the relative error (dR) increases 
sharply. Therefore, in the measuring complex, a set of series-
connected digital potentiometers acts as a reference resistor, 
the resistance value of which is adjusted depending on the 
resistance value of the thermistor in the range from 300 Ohm 
to 611 kOhm in steps of 10 Ohm. 

 

a) 

 

b) 

Fig. 2. Time dependences under constant external conditions: 

a) thermistor resistance; b) digital thermometer temperature. 

The measurement error of a digital temperature sensor is 
determined by its design features. Therefore, the measurement 
accuracy can only be improved by averaging several 
temperature measurements (fig. 2b). 

The fulfillment of the second condition ensures that the 
digital thermometer and the thermistor are in a state of 
thermodynamic equilibrium, and that the temperature and 
resistance of the thermistor remain constant during their 
measurement (steady state). The state of thermodynamic 
equilibrium is achieved due to the copper substrate and good 
thermal contact of the digital temperature sensor and the 
thermistor with the copper substrate. The time after which the 
thermodynamic system ("digital thermometer - thermistor") 
reaches a stationary thermodynamic state depends on the 
mode of operation of the Peltier element (heating or cooling) 
and on the magnitude of the current flowing through it (fig. 3). 
From fig. 3 shows that the steady state occurs after 70 s in the 
cooling mode and after 75 s in the heating mode. It was 
experimentally established that in stationary thermodynamic 
equilibrium the temperature fluctuates in the range of ±0.1 K, 
and the change in the resistance of the thermistor does not 
exceed 0.15 %. Therefore, the measurement of the thermistor 
parameters during its calibration was performed 75 s after the 
Peltier element was turned on. The time duration of the 
stationary state for all dependences presented in Fig. 3 is less 
than 10 s. Violation of stationarity is observed at currents of 
more than 1A and is due to insufficient cooling of the radiator. 
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a) 

 

b) 

Fig. 3. Time dependences of the temperature of the copper substrate at 

various values of the electric current flowing through the Peltier 

element: a) cooling; b) heating. 

 

The absolute temperature difference (ΔT) between the 
environment and the copper substrate in the steady state 
depends on the amount of current flowing through the Peltier 
element (fig. 4), reaching a maximum value of ΔT≈27 K when 

cooled and ΔT≈19 K when heated. 

Fig. 4. Dependence of ΔT on the current strength of the Peltier 

element. 

III. DETERMINING THERMISTOR PARAMETERS  

To calculate the coefficients included in the Steinhart-
Hart equation, one must select the calibration mode in the 
settings menu and set the temperature measurement range. 
This mode determines the resistance of the thermistor in a 
stationary thermodynamic state at 10 different temperatures. 
After each individual measurement, the Peltier element is 
turned off and the next measurement starts after the 
thermodynamic system "thermistor-digital thermometer" 
returns to its initial state. Therefore, the total time of the 
experiment is 25 - 35 minutes. Further, using the least squares 
method, the microcontroller calculates the calibration 
coefficients in equation (1) and displays the experimental 
points and the approximating straight line (Fig. 5), and the 
user is notified by a buzzer sound signal about the end of the 
calibration process. The measuring complex allows for 
automatic calibration of resistance thermistors, which at 
room temperature range from 350 Ohm to 600 kOhm. In this 
case, the measurement error of the thermistor resistance will 
be in the range from 0.15% (350 Ohm) to 2% (600 KOhm). 

After calibration, the thermistor can be used as an analog 
thermometer with high sensitivity and resistance to 
mechanical stress [7]. 

In the thermal time constant measurement mode, the 
thermal inertia of the thermistor is investigated, which is 
characterized by the time constant τ – this is the period of time 
during which the temperature difference between the 
thermistor and the environment ΔT decreases by e-times. The 
time constant depends on the design and size of the thermistor, 
as well as on the thermal conductivity of the medium in which 
it is cooled [8]. 
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Fig. 5. Graduation of the thermistor. 

To determine the parameter τ, you must first enter the 
values of the coefficients A, B, C using the keyboard, which 
is shown on the TFT display. Pressing the button on the 
control unit turns on the Peltier element, which heats the 
thermistor under test to a temperature of 50°C, and the buzzer 
notifies the user with an audible signal. Then the Peltier 
element is turned off, and the thermistor must be moved to a 
calm air environment. During the cooling process, the 
resistance of the thermistor is measured (fig. 6) at regular 
intervals, which are automatically selected depending on the 
difference in the resistance of the thermistor at room 
temperature and at a temperature of 50°C. 

 

Fig. 6. Time dependence of the thermistor resistance during cooling in a 

calm air environment. 

Using the obtained resistance values, the microcontroller 
calculates the temperature of the thermistor using equation (1) 
and performs a linear approximation of the experimental data 
using the least squares method (fig. 7). The time constant of 
the thermistor is numerically equal to the cotangent of the 
angle of inclination of the straight line to the x-axis. 

In the pairing mode, the temperature coefficient of 

resistance of the thermistor 
1

α
dR

R dT

 
= 

 
 is additionally 

determined in a given temperature range. 

 

Fig. 7. Determination of the thermistor time constant. 

 

CONCLUSIONS 

A low-budget (components cost $35) measuring complex 
has been developed, which allows: to study the temperature 
dependence of the thermistor electrical resistance; 
automatically calibrate the thermistor and determine the time 
constant with high accuracy. The presented complex can be 
used to develop various devices based on thermistors. 
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Abstract — Results of the development and certification 
process of the device for recording and analysis of 
electrocardiosignals (ECS) and pulse waves (PW) are 
presented. The above-mentioned device is designed for 
recording non-invasive optical signals recorded from the pulse 
wave caused by the human heart and recording ECS. The 
hardware includes 2 photometric channels, standard ECG 
channels, ECG electrodes, electronic (signal processing) unit, 
laptop and software. The device allows you to examine patients 
for 10-15 minutes in lying and sitting positions both in clinical 
conditions and in field conditions. The analysis of registered 
data is carried out using the PulseWave software, which has 
passed certification in accordance with international 
regulations. Hardware and software are components of the 
portable ECG-pulsometric device CARDIOPULS. 

Keywords — computer-aided device, pulsometry, ECG, 
electromagnetic compatibility, certification. 

I. INTRODUCTION AND TASK STATEMENT 

Non-communicable diseases are one of the main 
challenges facing humanity in the 21st century. 
Cardiovascular diseases (CVD) rank first among non-
communicable diseases in the world and are the main cause 
of death in Western countries and in Ukraine as well. In 
Ukraine, the mortality from them is 60.2% (according to 
2022) of the total mortality [1]. Therefore, the introduction 
of new modern diagnostic methods is a priority task in 
solving the problem of early diagnosis of CVD. 

The method of simultaneous registration of pulse waves 
(PW) and ECG combines all the advantages of traditional 
diagnostic methods with state-of-the-art ones, it makes it 
possible to detect negative changes in the cardiovascular 
system in the early stages, which allows solving a wide 
range of tasks, including preventing diseases or taking 
measures regarding his warning. Diagnostics allows you to 
conduct research for a long time. This makes it possible to 
analyze fairly long sections of recorded recordings and 
determine the influence of nervous and humoral regulation 
on the behavior of both the vascular system and the heart [2-
6]. 

One of the integral indicators of the functional state of a 
person in health and pathological deviations is the dynamics 
of blood transport in blood vessels, which is reflected in the 
shape and parameters of PW. With the help of the PW 
optical sensor, the information about the work of capillaries, 
elastic vessels and the heart, which is registered from the 
fingers of the examined person, is processed by the 
developed software. 

Purpose of the work is to create medical device having 
increased informativeness based on the correlations between 
ECG diagnostics and pulsometry signals. 

II. STRUCTURE AND PRINCIPLE OF OPERATION 

The portable ECG-photometric complex (Fig. 1) was 
designed for diagnostics and point-to-point recording in 
time in certain areas on the surface of the human body: 

• the potential difference in ECG leads, which is 
generated by bioelectric activity of the heart; 

• the optical density changes in two PM leads, which is 
caused by changes in blood volume in the surface layer 
of biocides, which is generated by biomechanical 
activity of the heart; 

• recording of data in the memory of a PW with further 
processing of measurement results and visualization in 
digital and graphic forms. 

 
Fig. 1. General view of the complex: 1- laptop; 2, 3 - optical heads; 4 - 
ECG electrodes; 5 - signal processing unit 
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To obtain full diagnostic information, there is a need for 
processing and analysis of large data arrays. It suggests the 
use of modern computer equipment in the composition of 
photometric instruments, which will allow not only register 
quantitative values of individual parameters, but also 
recognize images that allow solving a wide range of 
problems from the recognition of individual elements of the 
curves to the diagnosis [6].  

Studies are carried out with a non-invasive probing beam 
of light, without damaging the skin and taking blood. 

III. DETAILS OF HARDWARE 

The complex consists of a signal processing unit, a 
power supply, a laptop, a software, an ECG cable, 2 optical 
heads, 4 ECG electrodes. The flow-chart of the device 
shown in Fig. 2. 

 
Fig. 2. Flow-chart of the device: 1 – optical finger head; 2 – optical flat 
head; 3–6 – ECG electrodes; 7 – signal processing unit (SPU); 8 – laptop; 9 
– "PulseWave" software;10 – power adapter. 

The device includes 2 optical heads (1 – finger and 2 – 
flat), which are connected via cables to 2 USB inputs Signal 
Processing Unit (SPU) 7. Signals from the optical heads and 
ECG electrodes 3–6 enter the SPU for amplifying, filtering 
and converting signals into digital form. From the SPU, 
digital signals of eight channels (6 ECG and 2 pulse) enter 
the laptop 8. The device is connected to a computer via a 
USB port and works under its control. The data is recorded 
with the help of the program 9 and written to the PC 
memory, processed and displayed in the processing 
program. The laptop is powered by adapter 10, the CPU is 
powered by the laptop via a USB cable. 

The SPU includes the ADAS1000 chip (Analog 
Devices), which provides amplification, filtering, 
conversion into a digital 19-bit code and its transmission via 
a standard SPI serial interface to the AT91SAM512 
microcontroller (Atmel). The microcontroller controls the 
ADAS1000 and transmits the digitized signal to the PC via 
the built-in USB port. Ultra-bright LEDs are used in the 
device. The light probe power of the order of 0.1 mW is safe 
for the human body. Only the direct impact of the light 
probe on the retina should be avoided. Digital processing of 
the results allows you to calculate the parameters and assess 
the state of the vessels, make diagnostic and prognostic 
conclusions, including the presence and degree of 
endothelial dysfunction. The operation of the complex is 
discussed in detail in [8].  

The pulsometric method of recording pulse waves 
combines all the advantages of traditional methods. In 
addition to high informativeness, it allows conducting 
research for a long time without affecting the course of 
theresearched processes. This makes it possible to analyze 
rather long segments of pulse recordings, which in turn 

allows to control and give a digital or quantitative 
assessment of individual components of pulse curves, which 
are independent in nature and by analogy with the 
rhythmological approach to the dynamics of cardiac activity 
[7, 8]. 

The device has the following operational characteristics: 

• the complex is a renewable product; 

• according to the potential risk of use, the complex 
belongs to class IIb, as a non-invasive medical product 
according to DSTU 4388; 

• the complex is a means of measuring technology and is 
subject to verification once every 1 year. 
Finalization of the device according to the requirements 

of the technical regulation (TR). 

All medical equipment used in practice is subject to 
mandatory registration for certification on the territory of 
Ukraine. From July 1 2015 technical regulations in the field 
of medical devices entered into force, one of which is the 
Technical Regulation (TR) on medical devices dated 
October 2, 2013 No. 753 [9]. One of the main requirements 
of this TR is the resistance of the medical product to 
electrostatic discharges (ESD) and electromagnetic 
compatibility (EMC). In addition, medical equipment should 
not create excessive interference. 

The requirements of TR for medical products to the 
ECG-pulsometric complex are taken into account by making 
changes to the signal processing unit (SPU). To ensure 
electromagnetic compatibility (EMC) and resistance to 
electrostatic discharge (ESD), practical solutions 
recommended in the Intel High-Speed USB Platform Design 
Guide [5] were applied. Since the first electronic 
developments, all the parts are subjected to electrostatic 
discharge. ESD events have peak voltages up to 30kV and 
therewith they are very dangerous for all kind of integrated 
circuits. 

That there are real concerns regarding the robustness 
against EMI and ESD is written in Intel’s “High Speed USB 
Platform Design Guidelines” [10]. Intel recommends the 
usage of a common mode choke for EMI suppressions and 
another component for protection against ESD pulses. 

Two typical schematics for optimized protection of one 
or two USB ports are shown below: With one TVS diode 
array WE-TVS you can fully protect two USB lines. All four 
signal lines as well as the common power supply are well 
protected (Fig. 3, Fig.4). 

The SPU housing was shielded to protect against ESR 
with a high-conductivity metal shell. EKP-102 grade E 
organic silicon sealant was used to protect the internal parts 
and body of the BOS. Ferrite filters are also installed on the 
SPU cable to ensure filtering of high-frequency noises. 

The ECG-pulsometric complex is tested for EMC and 
resistance to ESD of various magnitudes (+/-2 kV, +/-4 kV, 
+/-6 kV, +/-8 kV). The tests were carried out in the 
laboratories of the SE "Ukrmetrteststandard". 
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Fig. 3 In contrast to the shielding of the dataline no low capacitive ESD 
suppressor is necessary at the power supply 

 

Fig. 4 Two-Port-USB-Interface with ESD-Protection 

The results. After carrying out preliminary tests on 
EMC, it was established that the DC/DC converter, which is 
part of the BOS circuit, is a source of interference that 
exceeds permissible parameters. This converter was 
replaced with a Recom Power RV-0505S, which passed the 
EMC test [11, 12]. 

When checking for resistance to ESD effects, 
malfunctions of the device were observed. In order to 
increase the resistance of the ECG-pulsometric complex to 
electrostatic discharge, the body of the ECG connector was 
replaced with a body with a higher protection class (IP67). 
Changes have also been made to the software [13]. 

IV. SOFTWARE AND CERTIFICATION 

The PulseWave software is designed to work with the 
CARDIOPULS portable ECG-pulsometric complex and 
provides data reading, storage in the database (DB), data 
export from the database, data analysis and saving of results 
in the form of a report when examining patients [14-19]. 

In addition, the software can work with other digital 
computer ECG or heart rate monitors that provide the 
following sets of input signals: 1 PC+4 ECG channels; 2 
PC+ 6 ECG channels; 2 PC+12 ECG channels. 

Software development planning is performed in 
accordance with "IEC 62304-2006" Medical equipment 
software - Software life cycle processes" for security level A 
(Fig. 5, Fig. 6). 

The software implements the following functions: 

1) General functions: 

• storing the patient's electronic card in the computer 
memory; 

• maintenance of a computer database, which includes 
signals and a table of indicators, and in which queries 
are implemented to find the necessary information; 
• creation of an electronic report containing ECG curves, 
a table of ECG indicators and a conclusion. 

2) Diagnostics of heart pulse: 

• registration of signals 
• recording and visualization of the pulse wave; 
• automatic determination of the main characteristic 
points of the pulse wave; 
• calculation of diagnostic parameters reflecting the 
hemodynamic features of the circulatory system, in 
particular complications of blood vessels; 
• automatic determination of base points of the PW 
channel; 
• calculation of the amplitude-time parameters of PW; 
• calculation of pulse wave speed. 

3) Standard ECG includes: recording of ECG signals; 
automatic analysis of the amplitude-time parameters of the 
ECG and heart rhythm disorders; standard HRV analysis; 
medical conclusion based on the Hannover algorithm. 
Comprehensive diagnostics of the cardiovascular system - 
determination of the state of the cardiovascular system 
based on a combination of ECG and pulsometry. 

 

Fig. 5. General structure of the PulseWave software. 

The software development plan contains the following 
information according to IEC 62304-2014 [20]: 

• project overview – contains a description of the 
purpose, scope and tasks of the project. It also defines 
productsworks provided for by the project; 

• project organization – describes the organizational 
structure of the project team. Thus, everyonethe team 
member knows his duties and requirements for the work he 
performs; 

• management process – explains the estimated costs 
and schedule, defines the main stages of the project and 
describes how the project will be monitored. 

• Also, risk management plan were developed 
including: collection, systematization and analysis of post-
production information; identifying the dangers of using the 
software; risk analysis; risk determination for identified 
hazards; assessment of risk acceptability; determination of 
measures aimed at reducing risks; implementation of risk 
management measures; final risk assessment; validation of 
risk management tools after implementation; 
determinationof risks that arise during the implementation 
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of risk management measures; checking the completeness of 
the risk assessment; full assessment of residual risk; 
preparation and approval of the report; preparation of a new 
version of the plan; evaluation of the risk management 
process. 

 
Fig. 6. Сertificate for PulseWave software. 

CONCLUSIONS 

The improved design of the BOS complex in accordance 
with the requirements of the technical regulations, taking 
into account the requirements of international standards 
regarding tests for electromagnetic compatibility and 
resistance to electrostatic discharges. EMC and ESR 
resistance tests were conducted at Ukrmetrteststandard. 
Based on the results of the tests, changes were made to the 
design documentation of the ECG-pulsometric complex. 

PulseWave software has passed the certification for 
compliance with the requirements of "IEC 62304-2006" 
Medical equipment software - Software life cycle processes" 
in SE "Ukrmetrteststandard". 
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Abstract — Description of novel generation of magnetocar-

diography device Magnetocardiograph CARDIOMOX MCG9 

has been presented. Device is intended for measurements of 

magnetic fields induced by the human heart for medical 

diagnose of cardiology diseases. Hardware includes 9-channel 

SQUID-magnetometer, single-channel reference electrocardio-

graph, control and processing unit, and automatic electro-

mechanical system for patient scanning. Device can perform 

examination of the patients within 15 minutes at unshielded 

clinical location. Novel design and advanced methods for 

device adjusting, testing and certification were proposed. 

Keywords — electronic medical device, magnetocardiograph, 

computer-aided data acquisition system, adjusting, calibration, 

sensors 

I. INTRODUCTION 

The Magnetocardiography (MCG) is well-known non-
invasive tool in a world for register and analysis of super-
weak magnetic field signals in the area of the human heart. It 
can be used in research institutions, cardiologic clinics, and 
other medical hospitals [1]. It can help to identify the 
presence of cardiovascular changes or anomalies in the heart 
earlier than other diagnostic methods. So, based on results of 
observation, a medical doctor can propose in the form of a 
recommendation a set of certain medical exercises or other 
propositions, for example, additional analyzes, to help the 
patient feel better which can cause to diseases in the future 
and improve the patient's health condition [2]. 

The such systems are very sensitive, because they use 
Superconducting quantum interference detectors (SQUIDs) 
to register super-weak magnetic signals. It is necessary very 
low temperature for these sensors, so they are placed in a 
cryostat filled with liquid helium [3]. 

It is known that to receive more accurate data during the 
patient’s study systems should be more complex with more 
quantity of measuring channels. 

During 2002-2004 year (project 2187, Science and 
Technology Center in Ukraine (STCU) [4], funded by EU 
and Canada), the 4-channel MCG system CARDIOMAG 
have been made. The device includes 8 channels: 4 MCG 
channels to register heart currents, 3 reference ones 
measuring the magnetic noise, and ECG channel. During 
2009-2011 year, next generation of 4-channel device 
CARDIOMAGSCANER was developed and installed at 
National military medical clinical center «Мain Military 
Clinical Hospital» (Kyiv) within the Project STCU #4719 
[5,6]. 

The examination of patients with the help of the 
developed MCG system is carried out by the user or doctor 
who was pre-prepared and trained to use the system, studied 
the Instruction for user and Instructions for the operation of 
the device, passed the appropriate theoretical and practical 
exam and received the appropriate certificate from the 
developer or the owner of device.  
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Essence of work is development of MCG device in order 
to provide reliable working in clinic locations without any 
magnetic or radiofrequency shielding room. Another aspect 
is introducing worldwide new technical regulations 
according to which procedures for assessment of conformity 
should be implemented for medical devices. In this 
connection, demands on safety, risk management, 
electromagnetic compatibility, and usability are essentially 
increases. That is why quality of devices must be essentially 
improved. Detail technical requirements for the 9-channel 
device have been developed in 2011 [7]. 

Task of the work is development of MCG device which 
will have 9 MCG channels, automatic bed to move the 
patient, improved software, and, of course, device should 
stable operate in magnetic unshielded environment. 

II. OVERALL DESCRIPTION OF DEVICE 

The “Magnetocardiograph “CARDIOMOX MCG9” 
device is intended for use as tool which non-invasively 
measures and displays the magnetic signals produced by the 
electric currents in the heart. It allows reliable revealing the 
early stages of ischemic heart disease due to the detection of 
ischemic changes in viable myocardium, to evaluate the 
quality of treatment with drugs used for patients, etc. [8]. 
Diagnostics is carried out by Clinician using the graphical 
results and quantitative MCG characteristics. 

The measuring device consists of the main components 
presented at following flowchart at Fig.1: 

1. Automatized patient scanning system (APSS) 
including gantry and bed; 

2. Control and processing electronics;  

3. Multi-channel recorder of cardiomagnetic signals 
based on SQUID-sensors; 

4. Workstation comprise of PC or laptop, monitor, 
printer; 

5. Software package for device control and adjustment, 
data acquisition and processing. 

 

Fig. 1. Flowchart of 9-channel magnetocardiograph, where ADC – 
analogue-digital converter 

The device (for general view, see Fig. 2 and Fig.3) 
registers with no direct contact the MCG of the heart 
processed by means of the electronics. Patient’s ECG is 
being recorded simultaneously in one of the standard leads 
and is used as a reference signal. From the ECG output, the 
signal is also transmitted to the electronics. MCG&ECG 
analog signals are transmitted to the ADC converting those 

into the digital form. Control of the magnetometer is made 
either from the PC or from the electronics (off-line mode).  

 

Fig. 2. General view of the device (gantry and bed) 

 

Fig. 3. General view of the device (operator workplace) 

The Magnetocardiograph has operational attributes 
shown in Table I. 

TABLE I.  DEVICE OPERATIONAL ATTRIBUTES 

No. Name of attribute Value 

1. 
Productivity (patients per 
hour) 

4 

2. Operational life time ≥ 5 year 

3. Shelf (storage) life time ≤ 5 year 

4. Warranty service life time 
1 year after putting 

into operation 

5. Technical service period 1 year 

6. 
Helium life cycle after 
refilling 

5 days if working 
day ≤ 8 hours 
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No. Name of attribute Value 

7. Mode of operation continuous 

8. Trouble-free time 
≥ 2 000 hours if 

working week ≤ 5 
days×8 hours 

9. Electric power consumption ≤ 600 VA 

III. HARDWARE 

The main parts of device hardware are: Control and 
processing electronics (ECP, see Fig.4), Multi-channel 
Recorder of Cardiomagnetic Signals, Cryogenic supply, 
Automatized patient scanning system (APSS), Operator 
workstation (PC or laptop, monitor, and printer). 

ECP includes unit for power supply, control and data 
processing (CPU) with ADC, reference ECG, 3 Multiplexers 
for Recording Channels (MRCs) (see Fig. 5), and cables set 
(see Fig. 4). Cables set includes 7 cables among which are 
cables for connection of MRCs, ECG, service, control 
signals to APSS, connection USB to PC, and 2 power cables. 
The ECP is controlled and regulated by user from PC. 
Requirement for ECG device is simple mode without any 
signal processing. ADC is designed to convert signals from 
analogous form into digital one and input it into PC.  

 

Fig. 4. General view of Control and processing electronics 

The operation of ECP is follows. Signals from 9 MCG 
channels are transmitted to 3 MRCs. MRC group signals and 
transmit those via the MCG data cable to the CPU. The CPU 
processes MCG signals and transmits them to the PC. 

 

Fig. 5. Front (top) and back view (bottom) of Multiplexers for Recording 
Channels with 9 connectors to MCG probes 

Control and processing unit (CPU). The CPU transmits 
measuring signals from individual measuring probes to the 
computer. Flowchart for Control and processing unit is 
shown in Fig. 6 and front view – in Fig. 7. Control signals 
from computer reach the CPU and might be passed to the 
sensors. For every channel a bar graph is available (see 5-13, 
Fig. 7), showing the signal level. A bar graph of ECG 
channel signal level is also available (see item 14, Fig. 7). 

 

Fig. 6. Flowchart of Control and processing unit 

 

Fig. 7. Front view of Control and processing unit 

CPU has digital output of measuring signals to the 
computer via USB cable. The CPU is switched via the 
system’s main switch. As you can seefrom Fig. 5, CPU also 
have: 1 – Power lamp showing if the device is switched on 
or off; 2 – LCD display; 3 – bar graph of helium level; 4 – 
button for activation helium measurement; 15 – CPU power 
switch; 16-20 – movement APSS to the left, right, forward, 
backward, and fixation of position; 21 – APSS emergency 
stop button. 

Multi-channel Recorder of Cardiomagnetic Signals 
(MRCS). Recorder is intended for simultaneous registration 
of the vertical component of the heart magnetic field at 9 
spatial points located at the 3x3 cm grid with 4 сm step. 
Current SQUID-sensor “CS blue” (Supracon, Jena, 
Germany) is mounted on a cryogen probe made of non-
magnetic materials with low thermal expansion coefficient. 
MRCS consists of 9 signal probes set fixed in and installed in 
thermostat. The helium level sensor is also embedded to the 
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thermostat; flowchart is shown at Fig. 8. Photo of general 
view of MRCS is presented at Fig. 9. 

 

Fig. 8. Flowchart of 9-channel Recorder of Cardiomagnetic Signals 

 

Fig. 9. View of 9-channel Recorder of Cardiomagnetic Signals 

Cryogenic supply. It includes helium thermostat and 
refilling device. Flexible refiller was made that allows fill 
helium into thermostat without removing thermostat from 
gantry. Thermostat is made from non-magnetic fiberglass 
passing magnetic field with the smallest coefficient of 

helium atoms diffusion for vacuum inside the thermostat not 
to degenerate. Fiberglass magnetotransparent thermostat 
(FMT) LH-13.1-B (Cryoton, Troitsk, Russia), have the 
following parameters: length – 1100mm, external diameter – 
227 mm, internal diameter – 155 mm, helium capacity – 13,1 
liters, weight – 14 kg, helium evaporation rate < 2 liters / 
day. 

Automatized patient scanning system (APSS) is intended 
for displacement of the patient under the 9 antennae to cover 
all 36 spatial points and for fixing the thermostat at a certain 
distance from the heart. APSS consists of bed and gantry. 
The patient bed (see Fig. 10, without the top part and plastic 
details) is located below the measuring sensors and serves as 
a bed during the measurement.  

 

Fig. 10. Design of moving patient’s bed (without top platform) 

The bed made by plywood and covered by plastic, on 
which there is a washable mattress. For a comfortable 
position of the patient a head part is included in the delivery, 
so that the head of the patient can be lying comfortably. The 
bed can be moved horizontally, so that the patient can easily 
get on and off the bed outside the measuring sensors. When 
the patient is lying relaxed on the patient bed and the ECG 
electrodes have been attached to his hands and legs. As 
default, bed is moved automatically and PC-controlled. For 
the manual operation the buttons on the CPU shall be used. 

The starting position of the patient is important for the 
reproducibility of the measurement, because this way it is 
guaranteed that the measurement always starts from the same 
position. Subsequently 4 measuring points are adjusted in a 
2x2 matrix and at each measuring point the magnetic field is 
recorded for approximately 30-60 seconds. When the 
measurement has been completed the bed is moved back into 
the initial position in order to facilitate the patient’s getting 
off the bed. 

The gantry (see Fig. 11) is located above the bed and 
holds measuring capsule with the sensors. The sensors 
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during the measurement are placed above the patient’s 
thorax. In order to guarantee a good quality of the measuring 
signals, the distance between the patient’s thorax and 
thermostat must not exceed few cm. For that purpose the 
measuring capsule can be shifted up and down manually 
with a moving wheel. The gantry is also made by plywood 
and covered by plastic details for better general view. 

 

Fig. 11. General view of gantry 

Advanced design of MCG channels [9] and frame of 
input antennas (2nd order gradiometers) based on carbon-
filled composite plastic [10] have been developed in order to 
increase reliability against mechanical vibrations and 
stability of initial imbalance due to thermo-cycling 
(Yu.Minov, M.Budnyk, V.Liakhno, O.Shopen, O.Kivirenko 
“Thermostable superconductive magnetic gradiometer”, 
China Patent Granted CN107430174B, 2020). 

IV. CERTIFICATION 

Certification of MCG device prototype was carried out in 
China in a few stages. Firstly, at 2017-2018 year technical 
tests of the system were carried out and test report received. 
The tests were carried out by Jiangsu Testing and Inspection 
Institute for Medical Devices in 2018 (see Test Report at 
Fig.12). In result, we validate main technical quality criteria 
that are shown in the Table II. Main technical parameters of 
MCG channels were collected in Table III. 

At the other stages Certification of MCG device 
prototype was continued in next year. As a result, 
Conformity Report (see Fig. 13) and Conformity Assessment 
Certificate (see Fig. 14) were obtained. 

 

Fig. 12. First page of the Test Report for device CARDIOMOX MCG9 

TABLE II.  ESSENTIAL TECHNICAL QUALITY CRITERIA 

No. Name of criteria Value 

1. Size of scanning area 200 × 200 mm 

2. Accuracy of patient positioning 2 mm 

3. Dynamic range 83,1 dB 

4. 
Transfer factor 
(voltage/magnetic field) 

3,9 mV/pT 

5. Magnetic field resolution 0,36 pТ 

TABLE III.  MAIN PARAMETERS OF MCG CHANNELS 

No. Name of parameter Value 

1. SQUID operating mode standard DC 

2. 

Magnetic flux resolution 
(white noise, i.e. per 1 Hz 
above 1/f cut-off 
frequency) 

≤  3 mkΦ0/√Hz  

Φ0=2х10-15 Wb – 
magnetic flux 

quantum 

3. Slew rate   ≥ 2х105 Φ0/sec 

4. 
Frequency band at level –3 
dB 

20 kHz 

5. Output noise voltage ≤  2 mV 

6. Antenna type 
axial wire-wound 

2nd order 
gradiometer 

7. Registered field component vertical 

8. Spatial layout of channels 
9 nodes of 3x3 grid 

with 8 cm step 
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Fig. 13. Conformity Report for device CARDIOMOX MCG9 

 

Fig. 14. Conformity Assessment Certificate 

CONCLUSIONS 

Five MCG devices have been developed at V.M. 
Glushkov Institute of Cybernetics of NAS of Ukraine within 
the P624 STCU project. They were installed in China 
medical institutions (4 devices) and UK (1 device). Devices 
are working now and personnel setup work around each 
device to ensure a continuous flow of people or patients who 
need such examination and the possibility of supplying a 
certain volume of liquid helium in a folded schedule.  

Some improvements of design of 2nd order gradiometers 
[9, 10] and calibration procedure have ensured stable and 
reliable operation of device at unshielded location in 
presence of large urban magnetic disturbances. Devices were 
assembled, adjusted, and calibrated. The device consists of 
the 5 following main components: Automatized patient 
scanning system including gantry and bed; Electronics for 
control and processing; Multi-channel recorder of 
cardiomagnetic signals based on SQUID-sensors; 
Workstation comprise of PC or laptop, monitor, printer; 
Software package for device control and adjustment, data 
acquisition and processing. 

Advantages of developed device are novel design, 
computer-aided moveable automated bed, 9 MCG channels, 

and absence of reference vector magnetometer and noise 
compensation. The device, filled with liquid helium, can 
work during no more than 7 working days if every day 
device is used no more than 8 working hours. 

Devices have been certified by Jiangsu Testing and 
Inspection Institute for Medical Devices in 2018. Also, the 
MCG devices were tested in medical clinics in Beijing and 
Harbin, and after device passed clinical testing in 2019. As a 
result, it was obtained a Certificate of conformity assessment 
as medical device in 2020. 
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Abstract — Detail description of software for novel medical 

device, i.e. Magnetocardiograph CARDIOMOX MCG-9has 

been presented. Above device is intended for noninvasive 

measurements of magnetic signals induced by the human 

heart. Software package called CARMAG, Version 4.1, can be 

divided onto 2 parts based on its function. The 1st part is 

intended to input of signals, storage of measurement results in 

the database and digital preprocessing of signals and includes 

modules Package Shell, Input9, Embedded software, BDE, and 

Database. The 2nd one is intended to selection of a cardiocycle 

interval for examination, inverse problem solution, calculation 

of quantitative indexes, report generating, and includes 

modules Topology, Currents, Matlab, and PDF Creator. 

Software can perform examination of the patients within 15 

minutes. Novel methods for data processing were utilized. 

Device is aimed to diagnose of heart and vessel diseases. 

Keywords — computer-aided device, medical device, 
software, magnetocardiogram, control, data acquisition 

I. INTRODUCTION AND TASK STATEMENT 

The global burden of non-communicable diseases is one 
of the main challenges facing humanity in the 21st century. 
It has undermined socio-economic development and very 
negative impact on the demographic situation.  

Cardiovascular diseases (CVD) rank first among non-
infectious diseases. CVD are the leading cause of death in 
Western countries and Ukraine too. In Ukraine mortality 
from them is 66.5% of total mortality. About 8 million 
Ukrainians suffer from coronary heart disease, each year 
they register about 50 thousand myocardial infarctions. The 
number of strokes in Ukraine is 13 times higher than in 
Europe [1]. Therefore, the introduction of new modern 
diagnostic methods is a priority task in solving the problem 
of early diagnosis of CVD. Modern medicine prefers non-
invasive methods, one of which is magnetocardiography 
(MCG) [2]. 

The MCG method records super-weak magnetic fields 
and has few advantages compare to traditional diagnostic 
methods. MCG diagnostics provides an opportunity to 

detect changes in the cardiovascular system at the early 
stages, which allows you to solve a wide range of problems, 
including preventing the disease or taking measures to 
prevent it. In addition to high informativeness, diagnostics 
allows you to carry out research over a long period of time 
without affecting the patient. Some approaches to analyze 
MCG allow you to reconstruct current distribution into the 
human heart and is promising for diagnostics [3-4]. 

Early, authors were a part of team that developed a 4-
channel computer-aided MCG device with manual-driven 
patient positioning system [5-7]. The purpose of the work 
was to create an advanced software for 9-channel device 
having automatized patient bed and enabling stable working 
at real urban hospitals in noisy environment.  

II. DEVICE STRUCTURE 

The “Magnetocardiograph “CARDIOMOX MCG9” 
device is intended for use as tool which non-invasively 
measures and displays the magnetic signals produced by the 
electric currents in the heart. Diagnostics is carried out by 
Clinician using the graphical results and quantitative MCG 
characteristics. 

The measuring device consists of the main components 
presented at following flowchart at Fig.1: 

1. Automatized patient scanning system (APSS) including 
gantry and bed; 

2. Control and processing electronics;  

3. Multi-channel recorder of cardiomagnetic signals based 
on SQUID-sensors; 

4. Workstation comprise of PC or laptop, monitor, printer; 

5. Software package CARMAG for device control and 
adjustment, data acquisition and processing. 
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Fig. 1. Flowchart of 9-channel magnetocardiograph, where ADC – 
analogue-digital converter 

The device (see Fig. 1) registers the magnetic field from 
the human heart without direct contact processed by means 
of the electronics. Patient’s ECG signal is being recorded 
simultaneously in one of the standard leads and is used as a 
reference signal. From the ECG output, the signal is also 
transmitted to the electronics. MCG&ECG analog signals 
are transmitted to the ADC converting those into the digital 
form. Control of the magnetometer is made either from the 
PC or from the electronics (off-line mode). 

MCG signal lies in super-weak picoTesla range and can 
be measure only by high-sensitive recorder. Superconducting 
quantum interference detectors (SQUIDs) to register super-
weak magnetic signals are used. It is necessary very low 
temperature for these sensors, so they are placed in a cryostat 
filled with liquid helium. 

Main part of device is Multi-channel Recorder of 
Cardiomagnetic Signals, which is intended for simultaneous 
registration of the vertical component of the heart magnetic 
field at 9 spatial points located at the 3x3 cm grid with 4 cm 
step. Current SQUID-sensor “CS blue” (Supracon, Jena, 
Germany) is mounted on a cryogen probe made of non-
magnetic materials with low thermal expansion coefficient.  
9 signal probes installed into cryostat with liquid helium.  

Such high-tech device can reliable work in clinic 
locations without any magnetic or radiofrequency shielding 
room. Detailed description of device and structure of its 
main parts can be found at [8]. 

III. GENERAL SOFTWARE STRUCTURE  

Software structure diagram, showed at Fig.2, describe 
the relationship between composition modules, modules 
functions and modules relationship, and the relationship 
between modules and external interface. According to 
software diagram it can be divided onto 2 parts taking into 
account its function: 

1) Input of signals, storage of measurement results in 
the database and digital preprocessing of signals 
(modules Package Shell, Input9, Embedded software, 
Borland Database Engine (BDE), Databases).  

2) Identification of a cardiocycle interval for 
examination, inverse problem solution, calculation of 
quantitative indexes and report generating (modules 
Topology, Currents, Matlab Runtime Compiler, PDF 
Creator). 

The first part intends to hardware control, data 

acquisition, distinguish MCG cardiocycles and signal de-
noising. It is intended for use in scanning mode. This 
preliminary processing is carried out once after each 
examination data have been inputted. 

The 2nd part, the visualization of spatial distributions of 
magnetic field and current sources and temporal dynamic of 
changes is carried out. It is intended for use in processing 
mode. This secondary processing is carried out off-line after 
preprocessing of each group of patients.  

Third party software and needed hardware environment 
are collected into Table I. 

PC Workstation controls and adjusts medical device 
hardware through the software, installed on personal 
computer. PC workstation and medical device connecting 
each other via USB cable between PC and Control and 
Processing Unit (CPU).  

IV. GENERAL SOFTWARE STRUCTURE  

 

 

Fig. 2. Software package CARMAG: bold box – firmware, dotted box – 
system, necessary or supporting items developed by third parties, thick 
box – hardware components   
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TABLE I.  EXTERNAL INTERFACE 

No. Component Version Manufacturer 

Software 

1. OS Windows  10Pro 64-bit Microsoft 
Corporation 

2. FTDI USB 
drivers 

2.12.26 Future Technology 
Devices Intern. 

Limited 

3. BDE 5.1.1.1 Borland Software 
Corporation 

4. Matlab Runtime 
Compiler 

Ver. 9 
Update 01 

Matworks 

5. PDF Creator 6.7.0 Geek Software 
GmbH. 

Hardware 

6. Workstation PC ASUS 
BM1AD1 

ASUSTeK Computer 
Incorporated 

7. Monitor  27’’ LCD  ViewSonic 
Corporation 

8. Device CARDIOMOX 
MCG9 

Suzhou Cardiomox 
Ltd. 

9. Printer Color laser Hewlett-Packard 

General view of main window of CARMAG software 
are presented at Fig. 3. Here we can see the raw data of one 
MCG measurement loaded from database. 

 

Fig. 3. General view of CARMAG software window 

After averaging and filtering we can press tab 
“Cardiocycle” (see Fig.3) in button menu and, in result, 36 
averaged MCG signals are displayed as shown at Fig. 4. 

 

Fig. 4. View of window with 36 averaged MCG signals after filtering 

Control and adjust commands go to CPU and then CPU 
sends them to embedded software of medical device parts 
(see Fig.5). In the opposite direction data signals from 
embedded software goes to CPU. After that the data signals 
through analog-digital converter of CPU are inputted to PC 
and recorded to the database with help of Package Shell. 

 

Fig. 5. Physical connection relationships scheme of hardware and software 

After the examination data was recorded to database it 
can be processed and the results can be printed to the paper 
using Color laser printer or they can be saved as PDF report 
using PDF Creator program to send it later to patient email. 

V. EMBEDDED SOFTWARE 

The embedded software consists of seven software 
modules locating into respective microcontrollers. Data 
exchange and control commands are carried out through 
appropriate interfaces. The links between software modules 
are shown at Fig. 6. 

 
Fig. 6. Structure of the microcontrollers embedded software 

The software of microcontroller MP-ControlUnit serves 
as a central microcontroller. The software generates control 
signals for the measurement channels, indicates the level of 
liquid helium in the cryostat, exchanges commands and data 
with the software of microcontrollers MB-ControlUnit, CD-
ControlUnit and FLL-Control. 

The software of microcontroller MB-ControlUnit reads 
data from ten ADCs, transmits them to the host computer, 
and also participates in the transfer of data between the 
software of microcontroller MP- ControlUnit and the host 
computer. 

The software of microcontroller CD-ControlUnit 
communicates with the software of microcontroller MP-
ControlUnit, reads the status of the control buttons, displays 
information on the symbol display and controls the software 
of BC-ControlUnit microcontroller. 

Software of three microcontrollers FLL-Control controls 
the operation of nine measuring probes (each of which 
controls three measuring probes). And also the software of 
first microcontroller FLL-Control reads the level of liquid 
helium in the cryostat. Via RS-232 interface, the software of 
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microcontroller FLL–Control exchanges commands and 
data with software of microcontroller MP-ControlUnit. 

The software of microcontroller BC-Control is designed 
to control the movement of the patient's positioning bed. To 
do this, it generates control signals for electrical drives and 
reads the position information of the patient's positioning 
bed. Via RS-232 interface, the software exchanges 
commands and data with software of microcontroller CD-
ControlUnit. 

In the device we use tree types of microcontrollers: 
M30624FGAFP, M30281FAHP, R5F21134FP. 
Manufacturer – RenesasElectronics Corporation. First MC 
have next parameters: 16-bit, flash, 16MHz, 
microcontroller, PQFP100, 14x20 mm, 0.65 mm pitch, 
plastic, QFP-100. The second MC have next parameters: 16-
bit, single-chip microcomputer, M16C FAMILY, Tiny 
series. The third MC have next parameters: 16-bit, R8C 
CISC, 16 kb Flash, 3.3V/5V, 32-Pin, LQFP. [9] 

VI. ACQUISITION MODULE 

The software module INPUT9 is intended to register 
input signals and control of device. Main units of module 
are presented at Fig. 7. 

 
Fig. 7. Design of software module INPUT9 

Function of software units: 

1. FTDI – interface for a work with FTDI USB Drivers 
(interface, initialization, adjusting, data reading/ 
writing, etc). 

2. USBNew–real-time thread for buffering and sending 
of commands to a control unit and receiving of 
MCG/ECG signal. 

3. Draw – real-time thread for real-time signal 
preprocessing and indication and providing of a 
calibration, a helium level checking and signal 
recording. 

4. Filtration – unit for signal HFF and LFF filtration (for 
visualization only). 

5. Main – main program window, which allows (for an 
user) to control an MCG/ECG signal 
indication/preprocessing/saving, a calibration, a 

helium level checking, to change control unit settings, 
to receive settings for output data files, to call item 6.  

6. Magnetometer – a program window, which allows 
(for an user) to control magnetometer settings. 

7. Global – unit, which contains/saves/loads program 
settings, contains an input signal buffer and other 
global variables (reading/ writing of configuration 
parameters into appropriate file). 

8. Constants – unit, which contains program constants 

9. InitWaiting – window, which indicates a progress of 
control unit initialization/finalization. 

10. AutomaticHeliumMeasure –window, which indicates 
a progress of initial helium level checking. 

11. Device – unit, which converts a commands for 
control unit to device interface format and set they to 
a buffer. 

12. Utils – unit, which contains general service utilities.  

External software requirements: FTDI D2XX Drivers 
(http://www.ftdichip.com/Drivers/D2XX.htm) and CarMag 
Package Shell. 

General view of INPUT9 module window during test 
examination are presented at Fig. 8.  

 

Fig. 8. General view of INPUT9 module window 

VII. PACKAGE SHELL 

The main file CarMag.exe has 4 main functions: 

– manage of databases; 

– input/output data; 

– signal preprocessing (ECG analysis, MCG filtration 
and averaging); 

– MCG mapping. 

 

 

Fig. 9. Design of the data preprocessing 
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Signal preprocessing includes three main stages (Fig.9): 

1) ECG rhythm and morphologic analysis. It is necessary for 
synchronization of MCG data in the different space 
positions and effective averaging of MCG cardiocycles; 

2) MCG filtering and smoothing. It is necessary for 
suppressing of external noise and improving of the MCG 
measurements quality; 

3) MCG and ECG averaging of normal beats. The set of 36 
averaged MCG cardiocycles is the main output data after 
preprocessing. This information is used for next MCG 
processing.  

Three main parts of preprocessing are realized as three 
software units “ECG”, “MCG” and “Averaging”. Input data 
for the preprocessing stage is organized as internal arrays 
with raw ECG and MCG records for all channels and 
measurements positions. Output data with averaged 
cardiocycles is written to the binary file *.b0a, which is used 
for next processing, i.e. magneticfield mapping.  

VIII. CALCULATION OF MAGNETIC MAPS 

Next software module “Topology” (Fig.10), which has 
important functions: MCG map processing, calculation of 
quantitative features, Visualization of output results and 
generating of reports.  

 

Fig. 10. Design of the module TOPOLOGY 

As we can see from Fig.10 the module has next units: 
Main – main form, which calls external application for 
getting of current vectors maps, shows and brows combined 
vector/scalar current vectors maps, calculates, shows and 
prints report information; ShowMaps – a form, which shows 
a set of all combined vector/scalar current vectors maps; 
Spline3 – a unit, which provides a scalar magnetic map 
interpolation for its displaying; FastBmp – a unit for fast 
work with 2D images. 

Used External libraries: AlgoLib. URL: 
http://www.alglib.net/. License: GPL 2+. Used unit: Spline3 
(sources). It is used for interpolation of 2D-map of magnetic 
field. 

General view of module “Topology” window presented 
at Fig. 11. 

 

Fig. 11. Vizualisation of current density maps for selected time interval 

Used files: 

1. General header file. Binary file (*.h*), which contains a 
basic information of record (date, time, patient name and 
sex, calibration coefficients). 

2. Detailed header file. Text file (info.ti), which contains 
package shell version, patient name, sex, age and 
birthday, measurement date/time. 

3. Fields.m – MATLAB binary data file, which contains 
magnetic field maps for all points of averaged RR 
interval. 

4. Vectors.m – MATLAB binary data file, which contains 
currents vector maps for all points of averaged interval. 

External software requirements: CarMag Package Shell 
and Currents software item. 

IX. DATABASE 

Database (DB) of MCG examinations was developed to 
store the relevant information of patients, MCG measu-
rements and examination results. DB includes cards for 
patients with the options of fast-access search, selection and 
sorting. An individual MCG examinations table is sub-
loaded for every patient.  There is a table of final results for 
every examination. It is provided the input of detailed 
comments for every patient as well as for every examination 
or result. The operator can edit or delete in DB any 
previously stored information. 

Computer Database includes many files in Sub-directory 
BASE and manages by Package Shell with help of Borland 
Database Engine (BDE). The BDE realizes recording, 
storage, updating and extracting of raw MCG data by means 
of plane-structured compressed binary files. Each 
compressed file of this type corresponds to a single 
complete MCG examination and contains the files of raw 
MCG records, major intermediate and final results. 

Three operation modes are provided for DB of MCG 
examinations: 

1) Filling out of a card for a new patient and (or) 
examination. Initialization of the work of data input 
program module. Storage of the input data in DB. 

2) Extraction of the previously accumulated MCG data 
from DB for further processing, analysis and 
interpretation. 

3) Storage of analysis results for processed MCG 
examination in DB. 
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As extra options, it is realized creation of a new blank 
DB, copying of the current DB to archive and opening 
another available DB. Based on BDE we can create and 
manage our Databases.  

X. CURRENT DENSITY RECONSTRUCTION 

The software module CURRENTS is intended to solve 
inverse problem and to calculate Current Density Vectors 
(CDV) maps from averaged MCG maps. This module is 
activated by TOPOLOGY item. External software 
requirements for this module: Topology software item and 
Matlab Runtime Compiler. 

Used files: 1) Input data files Fields.m – MATLAB 
binary data file, which contains magnetic field maps for all 
time-points of averaged RR interval. 2) Output data files 
Vectors.m – MATLAB binary data file, which contains 
CDV maps for all time-points of averaged RR interval. 

Essence of the module is calculation of images to 
visualize the heart electric activity in view of grid of 10x10 
current vectors distributed within area 20X20 cm into 
frontal plane, based on pseudo-current approach described 
early at [10]. 

In result of data processing of each record from database 
it is created final report with quantitative parameters and a 
few pages of CDV maps. The report and 1 page of CDV 
maps is shown at Fig. 12-13. 

 

 

 

Fig. 12. Final report with quantitative parameters 

 

Fig. 13. Final report. One of pages with CDV maps 

CONCLUSIONS 

Description of developed software package CARMAG 
showed in detail. It was presented structure schemes of full 
package, embedded software, acquisition module, 
CARMAG package shell, Topology module, and Currents 
module. The functioning of MCG examinations database 
was described. In addition, figures of general view of 
software main window, Input9 and Topology modules, final 
report of software with quantitative parameters and Current 
Density Vectors maps are presented. 
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Abstract — The article examines the morphology of porous 

silicon doped with phosphorus and boron obtained by metal-

stimulated etching using Cr. Selective Sirtles etchant with the 

composition of HF - 100 cm3, CrO3 - 50 g, H2O - 120 cm3 was 

chosen. The application of the Cr film was carried out by 

thermal sputtering in a vacuum. The thickness of the film was 

10-40 nm. After the etching process, a macroporous structure 

with pyramid-shaped pores was revealed on the surface of the 

plates. It was established that with an increase in the thickness 

of the metal catalyst film and with an increase in the duration of 

etching, the size of the pores and etching pits increases. A 

uniform macroporous structure can be obtained by etching 

silicon with a chromium film 10-15 nm thick. When using a film 

with a thickness of 20-30 nm, the size of etching pits increases 

sharply. When using a chromium film with a thickness of more 

than 30 nm, uneven etching of the film is possible, which leads 

to uneven pore formation. The size of the pores on the surface of 

silicon doped with boron is much smaller than on the surface of 

silicon doped with phosphorus, which is caused by a decrease in 

the concentration of the doping impurity. 

Keywords — metal-assisted etching, selective etchant, porous 

silicon. 

I. INTRODUCTION 

With the development of science and technology, 
scientists are increasingly interested in low-dimensional 
structures, their properties and manufacturing processes. One 
of the most common objects with low-dimensional 
morphology is porous silicon (por-Si). Due to the possibility 
of creating porous structures with given optical properties, 
por-Si is used in solar energy as anti-reflective textured 
coatings [1]. In medicine, por-Si is used as antiviral 
adsorption nanoparticles [2]. In the technology of silicon 
integrated circuits or photodetectors, por-Si can be used for 
gettering of generation-recombination centers with a broken 
layer [3]. por-Si is also actively used for the production of 
membranes capable of separating molecules by size [4], etc. 

There are many methods of obtaining a por-Si. The 
reactive ion etching method is often used in the technology of 
microelectronic processes. This technology allows obtaining 
ordered porous structures with controlled parameters, but 
requires complex technological implementation [5]. Plasma 
chemical etching methods are also known, but the most 
common are electrochemical and chemical etching of 
monocrystalline Si plates, in particular metal-stimulated 
etching [6]. The most commonly used elements for metal-
stimulated etching are Au and Ag due to their high 
manufacturability. Metals can be deposited on the Si 

substrate using vacuum sputtering processes or chemical 
deposition methods from solutions. Vacuum sputtering 
allows for the formation of ordered structures, while the 
chemical deposition method is simpler and cheaper and is 
used when the morphology of the final substrate is not 
important. Note that these metals are expensive, the use of 
which in the production of electronics significantly increases 
the price of products. Accordingly, the current scientific and 
technical task is the search for new methods and materials 
that can be used to obtain textured materials. 

We established the possibility of por-Si formation by 
means of metal-stimulated etching with Chromium. When 
studying the above, some heterogeneity of the formation of 
pores caused by various factors was seen. This phenomenon 
required additional research to establish the mechanisms of 
influence on the uniformity of pore formation. When 
reviewing scientific sources, it is seen that many works are 
devoted to the issue of por-Si formation by metal-stimulated 
etching with the help of Au. In particular, this method was 
proposed back in 2000 by Lee and Bon [7], and they also 
presented etching in a HF/H2O2 solution using Ag, Au, and 
Pt. In [6, 8], it was investigated that Ag and Au nanoparticles 
formed in solution lead to the formation of straight pores 
during etching, while straight or helical pores can be obtained 
with the help of a Pt catalyst. And in [9], the authors reported 
that Pt nanoparticles move chaotically during etching, which 
leads to curved pores without a uniform etching direction. 
Also, [10] reports the possibility of forming pyramidal pores 
by chemical etching of Si with Ni. However, no information 
has been found on metal-stimulated etching of silicon using 
chromium films. Therefore, the purpose of this work is to 
study the method of metal-stimulated texturing of silicon with 
the help of chromium, and to study the morphology of the 
samples obtained by this method. 

II. EXPERIMENTAL DETAILS 

Monocrystalline p-type silicon of the orientation [111] 
with a resistivity ρ≈18 kΩ∙cm was used for the experiments, 
which corresponds to the concentration of acceptors 
NA≈7.7∙1011 cm-3. In order to study the structure of por-Si on 
the surface of doped silicon of different conductivity types, 
diffusion of phosphorus and boron from planar solid-state 
sources was carried out thermally according to the methods 
given in [11] and [12], respectively. For this, the substrates 
were pre-oxidized, photolithography was carried out to 
obtain an arbitrary topology, and actual diffusion was carried 
out. The concentration of applied phosphorus was NP0=4.3-
4.7∙1020 cm-3 (RS=2.1-2.7 Ω/□). The concentration of 
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introduced boron was NВ0=2.9-3.9∙1020 cm-3 (RS=16-25 Ω/□). 
Next, the Cr film was deposited by thermal spraying in a 
vacuum according to the method given in [13]. The thickness 
of the films reached dCr=10-40 nm. 

Further, after chemical treatment in a boiling Caro 
mixture and an ammonia-peroxide solution, the surface of the 
silicon substrates was etched to form por-Si. Selective Sirtle’s 
etchant with the composition of HF - 100 cm3, CrO3 - 50 g, 
H2O - 120 cm3 was chosen. Metal-stimulated etching of 
silicon was carried out in a static solution at room temperature 
for 1-10 minutes. The obtained structures were studied in 
microscopes with different magnifications and with the help 
of an atomic force microscope (AFM) NT-206. 

III. RESULT AND DISCUSSION OF THE RESEARCH 
A. Metal-assisted etching of p-Si 

After metal-assisted etching using chromium quasi-
pyramidal pits of etching, which were macropores, were 
observed on the surface of the substrates. When the duration 
of etching was increased, a significant increase in the size of 
the etching pits was observed (Fig. 1). 

   
a)                             b)                           c) 

Fig. 1. Macroporous structure on the p-Si surface at different etching 
durations (dCr=20 nm): a) t=1 min; b) t=5 minutes; c) t=7 min. 

It was established that the density of pores increases with 
an increase in the thickness of the film (Fig. 2). Note that with 
an increase in the duration of etching or the thickness of Cr, 
etching pits can combine into complexes (Fig. 1, 2). 

   

a)                             b)                           c) 

Fig. 2. Image of the structure of the pores formed during etching for 3 min 
at different thicknesses of the Cr film: a) dCr=10 nm; b) dCr=20 nm; c) 
dCr=30 nm. 

Also, the density of pores increases in the areas of 
presence of defects or in areas with increased mechanical 
stresses, in particular on the periphery of the plates, because 
after the operation of cutting the plates into crystals, abundant 
defect formation is possible along the cutting line (Fig. 3). 

    

a)                             b)                           c) 

Fig. 3. Image of the porous structure of silicon along the scratch (a) and on 
the periphery of the crystal (b, c). 

For a detailed analysis of the morphology of the porous 
p-Si surface, an AFM image was obtained (Fig. 4). 

 

a)                              

 

b)                              

 

c)                 

Fig. 4. AFM image of porous p-Si after etching for 1 min: a) 3D image; b) 
2D image; c) structure profile. 

From Fig. 4, it can be seen that etching for 1 min allows 
to obtain pores with a depth of up to 300 nm and a diameter 
of up to 2 μm. 

B. Metal-assisted etching of n+-Si 

Metal-stimulated etching of phosphorus-doped silicon 
with a chromium thickness of 20-30 nm and different process 
durations was carried out. Quasi-hexagonal etching pits of 
different sizes were found on the surface of the plates after 
this chemical treatment (Fig. 5). The hexagonal shape of the 
etching pits is explained by the orientation of silicon, 
although pits in the form of equilateral triangles or pyramidal 
depressions are characteristic for the [111] crystallographic 
orientation during anisotropic etching, but with a significant 
increase in the duration of selective processing, the specified 
structures are modified and hexagonal pits are formed. 
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a)                            b)                               с) 

     
d)                            e)                               f) 

Fig. 5. Image of a silicon wafer after metal-stimulated etching with 
duration (dCr=20-30 nm) : a) 1 min; b) 3 min; c) 5 min; d) 7 min; e)-f) 10 
min. 

 

From Fig. 1, it can be seen that the size of the etching pits 
increases when the etching time increases. When the duration 
of chemical treatment is t=1 min, individual pits up to 60 μm 
in size are observed (Fig. 5a). At t=3 min, single etching pits 
up to 100 μm in size are also observed, which begin to acquire 
a hexagonal shape. It should be noted that after etching for 1-
3 minutes, the remains of a chromium film are observed on 
the surface of the plates, which does not have time to dissolve 
in the etchant due to the short duration of the process (Fig. 5a, 
porb). At t=5 min, the size of pits reached up to 120 μm, and 
at t=7 min - up to 150-200 μm (Fig. 5c, d). As the duration of 
metal-stimulated etching increased, the density of pits 
increased and their merging into complexes occurred. 

When the duration of the chemical treatment is increased 
for more than 7 minutes, the surface of the substrate is 
completely covered with combined etching pits. In this case, 
consideration of individual digestion objects is impossible. 
Therefore, in order to study the appearance of etching pits of 
a higher etching treatment, metal-stimulated etching was 
carried out with the help of a silicon oxide film grown by the 
method of wet oxidation [14]. Since with this method of 
oxidation a film with pores is formed, it is possible to study 
local objects of etching when using it. In this case, the 
chromium film was applied directly to the silicon oxide. 
Etching on the silicon surface lasting 10 min was carried out 
in this way (Fig. 5e, f). In this case, the etching pits were up 
to 250 μm in size. There was no further increase in the 
duration of the process. It should be noted that hydrofluoric 
acid itself would have completely etched the silicon oxide at 
this process duration, but given that the etchant is a mixture, 
the oxide etching is much slower, which allows us to describe 
the structuring. 

It should be noted that when using a chromium film with 
a thickness of more than 30 microns, its poor etching is 
possible, which leads to non-uniform etching, uneven 
formation of pores and the presence of areas with remnants 
of the metal film (Fig. 6). 

It is also worth noting that during metal-assisted etching 
of substrates with a high density of dislocations (usually at 
high concentrations of diffusant), there is a near-surface 
growth of the areas where dislocations exit to the surface and 
an increase in their etching pits due to the course of the 
selective etching reaction becoming brighter. These 

dislocations disrupt the surface structure of textured silicon 
and may represent the centers of pits-"craters" created during 
etching (Fig. 7). 

 

Fig. 6. Image of the surface of a silicon wafer after metal-stimulated 
etching with dCr=35-40 nm. 

  

Fig. 7. Surface of textured silicon with an increased density of dislocations 
(t=5 min, dCr=20-30 nm). 

The obtained textures on the surface of n+-Si are 
interesting only from the precise point of view of 
crystallography and fundamental science. For the possibility 
of using porous silicon in solar energy or other fields of 
electronics, the size of the pores should be much smaller. To 
obtain pores of reduced size, it is worth using chromium films 
with a thickness of less than 10 nm. A metal-assisted etching 
process was carried out with a chromium thickness of about 
10 nm for 5 (Fig. 8a) and 10 (Fig. 8b) min. 

  

Fig. 8. Image of porous n+-Si obtained by etching with dCr≈10 nm and t=5 
min (a) and t=10 min (b). 

From Fig. 8, it is possible to see a homogeneous 
macroporous structure, which is significantly different from 
the structures obtained with the use of a greater thickness of 
the chromium film. For a detailed assessment of the shape 
and size of the pores, an AFM image of the textured surface 
was obtained (Fig. 9 and Fig. 10). On Fig. 9 shows the surface 
of porous silicon obtained by etching for 5 min. In this case, 
pyramid-shaped pores with a depth of up to 300 nm and a 
width of up to 2 μm were obtained. When the etching time 
was increased to 10 min, the pore depth reached 800 nm and 
the width reached 7 μm (Fig. 10). 
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a)                              

 

b)                              

 

c)                              

Fig. 9. AFM image of porous n+-Si after etching for 5 min (dCr≈10 nm): a) 
3D image; b) 2D image; c) structure profile. 

 

C. Metal-assisted etching of p+-Si 

A porous structure was also obtained on the p+-Si surface 
at d=10 nm and t=5 min. In this deposit, the pore size was 
significantly smaller than when using the same regimes for 
n+-Si due to the difference in the concentrations of alloying 
impurities [15]. In this case, the pore depth reached 5-30 nm 
and the width 0.1-1 μm (Fig. 11). 

 

b) 

 

a)                              

 

b)                              

 

c)                              

Fig. 10. AFM image of porous n+-Si after etching for 10 min (dCr≈10 nm): 
a) 3D image; b) 2D image; c) structure profile. 

 

 
b) 

 

c) 

Fig. 11. AFM image of porous p+-Si after etching for 10 min (dCr≈10 nm): a) 3D image; b) 2D image; c) structure profile. 
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The resulting homogeneous macroporous silicon surfaces 
of various conductivity types can be used as anti-reflective 
coatings, for gaitering of generation-recombination centers, 
etc. 

CONCLUSIONS 

The morphology of macroporous silicon doped with 
phosphorus and boron was investigated. The following 
conclusions were made: 

1. After metal-assisted etching using chromium quasi-
pyramidal pits of etching, which were macropores, were 
observed on the surface of the substrates. 

2. When the duration of etching was increased, a 
significant increase in the size of the etching pits was 
observed. 

3. The density of pores increases with an increase in 
the thickness of the film. 

4. The density of pores increases in the areas of 
presence of defects or in areas with increased mechanical 
stresses. 

5. With an increase in the duration of etching, the pore 
size increases. 

6. When the duration of the chemical treatment is 
increased for more than 7 minutes, the surface of the substrate 
is completely covered with combined etching pits with size 
of 150-200 μm. 

7. When using a chromium film with a thickness of 
more than 30 microns, its poor etching is possible, which 
leads to non-uniform etching, uneven formation of pores and 
the presence of areas with remnants of the metal film. 

8. To obtain pores of reduced size, chromium films 
with a thickness of less than 10 nm should be used. After 5 
minutes of etching, pyramidal pores with a depth of up to 300 
nm and a width of up to 2 μm were obtained. With an increase 
in the etching time to 10 minutes, the pore depth reached 800 
nm and the width was 7 μm. 

9. A porous structure was also obtained on the p+-Si 
surface at a chromium film thickness of 10 nm and an etching 
time of 5 min. In this case, the pore depth reached 5-30 nm, 
and the width was 0.1-1 μm. 
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Abstract — The article investigates the degradation of 
silicon resistivity in the process of manufacturing silicon four-
element p-i-n photodiodes with a guard ring. It was established 
that the main reason for the deterioration of the electrophysical 
parameters of silicon is high-temperature processing and actual 
thermal shocks. To minimize the deterioration of material 
characteristics, it is worth using technology with a minimum of 
thermal operations and using thermal operations with the 
lowest possible temperature. The degree of degradation of the 
resistivity of silicon when using planar technology using two-
stage diffusion of phosphorus from solid sourcesor or using one-
stage diffusion of phosphorus from liquid PCl3 diffusant and 
mesa-technology was investigated. A non-destructive method of 
controlling the resistivity of finished crystals by determining the 
reverse bias voltage, at which the space charge region acquires 
the width of the substrate, is proposed. It was established that 
the operations of oxidation and driving-in of phosphorus will 
reduce the resistivity of silicon by 1-1.5 kΩ∙cm and 2 kΩ∙cm, 
respectively, and during the operation of boron gettering of the 
reverse side of substrate, some restoration of the resistivity 
occurs. It was also established that when using mesa-technology 
technology, it is possible to actually avoid the degradation of the 
electrical resistance due to the exclusion of the high-temperature 
oxidation operation. 

Keywords — resistivity, silicon, photodiode, dark current, 
responsivity. 

I. INTRODUCTION 

Silicon was and remains the main material of solid-state 
electronics due to its unique properties, high 
manufacturability [1] and sufficient reserves of natural raw 
materials [2]. The electrophysical parameters of silicon 
depend on the methods of obtaining it and subsequent 
technological operations in the process of manufacturing 
electronic elements. The main parameters of Si are resistivity 
(ρ), lifetime (τ), concentration and mobility of charge carriers. 
Real silicon crystals usually have structural defects formed 
during ingot growth. These can be growth dislocations, point 
defects (vacancies, inclusions), twins, packing defects. With 
the development of electronics and methods of obtaining 
semiconductor materials, the possibility of growing 
dislocation-free single-crystal Si has been achieved, which 
excludes the possible presence of the above-mentioned 
defects [3]. But unlike growth defects, there are also 
technologically introduced defects: dislocations formed 
during thermal operations, oxidation defects of packaging, 
impurities of uncontrolled metal impurities, etc. [4] These 
defects negatively affect the parameters of the base material, 
which must be taken into account when modeling or 
calculating the final parameters of devices. Avoiding the 
degradation of electrophysical parameters of semiconductor 
material in the technological process is an important and 
urgent scientific and technical task. 

During our production of silicon p-i-n photodiodes (PD), 
some degradation of the resistivity of the material was 
observed after high-temperature operations. This 
phenomenon required a detailed study to establish the causes 
of its occurrence and methods of their avoidance. 

When reviewing literary sources, it was seen that many 
works are devoted to the issue of degradation of 
electrophysical parameters of semiconductor materials. In [5] 
shown that the gas phase is a potential source for 
contamination of silicon which can cause a degradation of the 
charge carrier lifetime as the back diffusion of segregated 
metals at the surface of plates. Beside Fe, significant amounts 
of Co and Ni are introduced which diffuse deeper into the 
material, affecting the material quality.  The results clearly 
show that a contamination is introduced into the silicon, 
originating both from the furnace and the purging gas. This 
contamination is highest at a low furnace pressure and a low 
at high purging rate. In [6] it is indicated that avoiding 
contamination of silicon for solar cells during high-
temperature processing steps is a key issue. Here, it is shown 
that interactions with the gas phase also are a potential source 
of contamination. Thermodynamic calculations performed 
for a temperature range of 373 K to 1873 K (100 °C to 1600 
°C) and total pressure of 10 kPa predict the formation of 
volatile species that are harmful for photovoltaic properties. 
In [7] was found that after the high-temperature processing 
(1200°C) of transmutation doped n-type silicon crystals for 2 
h with the cooling rate of 15°C/min, and also for 72 h and 
with all the cooling rates studied (1, 15 and 1000°C/min), the 
generation of deep donor centers occurs in their volume. It 
was also established that the rate of cooling after annealing 
also significantly affects the degradation of material 
parameters. It is also known [8] that thermal shocks during 
heat treatment contribute to the formation of defects in 
substrates and the degradation of ρ and τ.  

From the above, it can be concluded that the main reason 
for the degradation of the electrophysical parameters of 
silicon is high-temperature processing and actual thermal 
shocks. In order to minimize the deterioration of material 
characteristics, it is worth using technology with a minimum 
of thermal operations and using thermal operations with the 
lowest possible temperature. In planar technology, the use of 
mesa-structures [9-11] and one-stage diffusion methods, as 
opposed to two-stage ones [12], allows to reduce the number 
of thermal operations. Therefore, the purpose of this work is 
to investigate the degree of degradation of the resistivity of 
silicon in p-i-n PDs technology depending on the 
combination of thermal operations, as well as the search for 
non-destructive methods of determining the resistivity of the 
base material of finished products. 
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II. EXPERIMENTAL DETAILS 

The research was carried out on silicon four-element p-i-
n PDs with a guard ring (Fig. 1) for work at a wavelength of 
Fifvariants of the technology: by diffusion-planar using two-
stage diffusion of phosphorus from planar sources (PD1), and 
by mesotechnology using two-stage diffusion of phosphorus 
from planar sources (PD2), and by diffusion-planar using one-
stage diffusion of phosphorus using liquid diffusant PCl3 
(PD3). After manufacturing, the final parameters of the PDs 
were compared. Dislocation-free p-type single crystal silicon 
(Cz-Si) with [111] orientation, resistivity ρ≈20-24 kΩ∙cm and 
life time of minor charge carriers τ≈1.8-2.2 ms was used. The 
thickness of the substrates reached x≈440 μm. 

 

Fig. 1. Silicon four-element p-i-n PD with a guard ring 
 

The PD1 technological route consisted of a complex of 
four thermal operations and three photolithographies 
according to the regimes given in [12]: semiconductor 
substrates were oxidized according to the principle of dry-
wet-dry oxidation at a temperature of T=1423 K; 
photolithography was carried out to create windows for 
phosphorus diffusion; diffusion of phosphorus 
(predeposition) to the front side to create n+-type  responsive 
elements (RE) and guard ring at a temperature of T=1323 K 
(Fig. 2a); drive-in of phosphorus to redistribute the alloying 
impurity and increase the depth of the n+-p-junction (xn+-p=4-
5 μm) at a temperature of T=1423 K; diffusion of boron to the 
reverse side of the substrate to create a p+-type ohmic contact 
(xp+-p=1-2 μm) at a temperature of T=1223 K (Fig. 2b); 
photolithography for creating contact windows; sputtering of 
Cr-Au on the front and back sides. 

  

a)                                                               b) 

Fig. 2. Silicon wafers in a quartz reactor at T=1223 K (a) and T=1323 K (b). 
 

The PD2 technological route consisted of a complex of 
three thermal operations and three photolithographies [9]. It 
differed from PD1 in that the first thermal operation was the 
predeposition of phosphorus from planar sources, and the 
formation of the crystal topology was carried out by etching 
the meso-profile using the chemical dynamic polishing 

method [13] after photolithography. All subsequent thermal 
operations were carried out as in the case of PD1. This made 
it possible to exclude a high-temperature oxidation operation. 

The PD3 technological route consisted of a complex of 
three thermal operations and three photolithographies. It 
differed from PD1 in that phosphorus diffusion was carried 
out using PCl3 during one thermal operation in an oxidizing 
medium at a temperature of T=1323 K according to the 
regimes given in [14]. This made it possible to exclude the 
high-temperature operation of drive-in of phosphorus. All 
other thermal operations were carried out as in the case of 
PD1. 

The surface concentration of phosphorus in all versions of 
the technology reached NP0=4.1-4.15∙1020cm-2 (Rs≈2.7 Ω /□), 
boron – NB0=4.3-4.35∙1020cm-2 (Rs ≈18 Ω /□). 

The resistivity of the samples was measured using digital 
four probe tester in type ST2258C. 

Monitoring of current monochromatic pulse 
responsitivity (Spulse) was carried out by method of comparing 
responsitivity of the investigated PD with a reference 
photodiode certified by the respective metrological service of 
the company. Measurements were performed when 
illuminating the PD with a radiation flux of a power of not 
over 1·10–3 W; load resistance across the responsive element 
Rl= 10 kΩ, at the operating voltage of Ubias = 120 V and pulse 
duration τi = 500 ns. The responsivity of samples after 
diffusion of phosphorus was measured by simulating the 
reflection of radiation from the gold layer on the reverse side. 

To control the resistivity of the end crystals of 
photodiodes, there is a need to find methods of non-
destructive measurement of this parameter, since the 
measurement by the four-probe method requires etching of 
the oxide film and the surface doped layers of silicon. We 
proposed a method of determining the resistivity by studying 
the width of the space charge region (SCR) (Wi), since these 
parameters are related by equation (1) [15]: 

�� = (���� (	
������

е��
�

�
�                        (1) 

where ε, ε0 is dielectric constants for silicon and vacuum, 
respectively; φc is contact potential difference; Ubias is bias 
voltage; NА is concentration of acceptors in the substrate. 

Note that equation (1) is difficult to calculate, so it is 
better to use empirical formula (2), which correlates well with 
experimental data [16]: 

�� = ������
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According to the formula (2), it is possible to determine 
the resistivity: 

� = � �
�

!"#$����
                                    (3) 

The determination of the width of the space charge region 
was carried out by measuring the dependence of Spulse(Ubias), 
in particular, it was investigated at which voltage the 
responsivity reached a maximum, accordingly, the width of 
the SCR in this case reached the thickness of the substrate, 
since the responsivity reaches saturation when the SCR 
expands to the entire thickness of the substrate. 
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The maximum value of the width of the space charge 
region (Wi max) can be determined from the formula (4): 

�� %&' = ( − ((*+�, + (,+�,�                  (4) 

The dark currents (Id) of photodiodes were measured 
using a hardware-software complex implemented on the basis 
of the Arduino platform, an Agilent 34410A digital 
multimeter and a Siglent SPD3303X programmable power 
source, which were controlled by a personal computer using 
software created by the authors in the LabView environment. 

III. RESULT AND DISCUSSION OF THE RESEARCH 

Samples of PD1 were studied after the operation of 
driving-in of phosphorus and after the operation of boron 
diffusion, as well as the degradation of ρ depending on the 
combination of thermal operations in the PDs manufacturing 
route. After the operation of thermal oxidation, it is 
impossible to determine the resistivity by the proposed 
method, so the degree of degradation of ρ was determined by 
measuring this parameter by the 4-probe method. It was 
established that during this operation, the resistivity of silicon 
decreases by 1-1.5 kΩ∙cm. In fact, the reduction of the 
resistivity occurs due to contamination of the plates with 
uncontrolled impurities of metals from the quartz ware, 
carrier gases or the reactor. With a significant degree of 
contamination of the quartz reactor, this indicator may 
increase. To avoid an increase in the rate of degradation of 
the ρ, the reactors should be periodically purged with 
hydrochloric acid vapors, etched in hydrofluoric acid or use 
other methods of quartz purification [14, 17, 18]. 

A. Degradation of resistivity after the operation of driving-

in of phosphorus 

A graph of Spulse(Ubias) for the control samples of PD1 after 
driving-in of phosphorus with the same concentration of 
doped phosphorus and different density of dark currents was 
obtained (Fig. 3)(dark currents were measured at a reverse 
bias voltage of -120 V). Curve 1 characterizes the control 
sample №1 with density of dark currents Jd=490-520 nA/cm2. 
Curve 2 characterizes sample №2 with Jd=600-650 nA/cm2. 
Curve 3 characterizes sample №3 with Jd=1040-1300 
nA/cm2. Curve 4 characterizes a sample №4 with Jd=2080-
2340 nA/cm2. We also obtained the dependence of 
responsivity on the voltage of sample №3 after repeating the 
phosphorus driving-in operation (sample №3’). 

 
Fig. 3. A graph of Spulse(Ubias) of the PDs1 after driving-in of phosphorus. 

 

It can be seen from the fig. 3 that the dependence curves 
reach saturation at different bias voltages, this indicates the 
expansion of the SCR over the entire thickness of the 
substrate at different voltages, and accordingly, these samples 
had different resistivity. Curve 1 reaches saturation at 
Ubias=90-95 V, which according to (2) corresponds to ρ≈17.8-
18.7 kΩ∙cm. Curve 2 reaches saturation at Ubias=100-105 V, 
which corresponds to ρ≈16-16.9 kΩ∙cm. Curve 3 reaches 
saturation at Ubias=160-170 V, which corresponds to ρ≈9.9-
10.5 kΩ∙cm. As for sample №3’, after repeated driving-in of 
phosphorus, the maximum value of responsivity was reached 
at Ubias=200-210 V, which indicated a decrease in resistivity. 
In this case, the resistivity of the sample reached ρ≈8-8.4 
kΩ∙cm. From this it can be concluded that the operation of 
driving-in of phosphorus reduces the specific resistance of the 
sample by 2 kΩ∙cm. Note, that after the repeated thermal 
operation, the density of the dark current of this sample 
reached 1560-1820 nA/cm2. As for sample №4, at Ubias=300 
V, the responsivity curve has not yet reached saturation (there 
is no possibility of using a higher bias voltage), accordingly, 
the proposed method of determining the resistivity is 
impossible. When measuring the ρ by the 4-probe method, it 
was established that the specific resistance of this sample 
reaches 4.5-5.5 kΩ∙cm. 

It can be seen from the description that the degree of 
degradation of the resistivity of silicon can also be estimated 
by the value of the dark current, since samples with a higher 
resistivity had lower dark currents. This can be explained by 
the fact that the value of the volumetric generation 
component of the PDs dark current (Id

G) is directly 
proportional to the life time of minor charge carriers (5) [19], 
the value of which decreases as well as resistivity due to high-
temperature treatments. 

І/
0 = е *�

�1
��23Е                        (5) 

where е is electron charge; ni is intrinsic concentration of 
charge carriers in the substrate, ARE is the area of the RE. 

Note that the Wi and, accordingly, the resistivity can also 
be determined by measuring the I-V charateritic, since the 
value of the dark current reaches saturation, as in the case of 
responsivity, when the SCR is expanded over the entire 
thickness of the substrate. To confirm this fact, IV 
characteristics of sample №1-4 was obtained (Fig. 4). 

 

Fig. 4. I-V characteristics of the PDs1 after driving-in of phosphorus. 
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It can be seen from Fig. 4 that the level of dark current 
reaches saturation at approximately the same voltage as Spulse 
(Fig. 3). And in the case of sample №4, the I-V characterictic 
at a voltage of 300 V has not yet reached its maximum value, 
as in the case of its responsivity (Fig. 3 (curve 4)). The Wi can 
be determined from the equation (5). Different values of dark 
currents are caused by varying degrees of contamination of 
the material with uncontrolled impurities, since there are 
many factors in the PDs manufacturing technology that can 
contribute to this, in particular, possible contamination from 
the quartz vessel or reactor, from carrier gases, etc. 

B. Degradation of resistivity after the operation of 

diffussion of boron 

The degradation of silicon resistivity after boron diffusion 
was also investigated. To determine the value of ρ, the 
dependences of Spulse(Ubias) of the final crystals of PDs from 
batches of samples №1 and №4 were obtained by the 
proposed non-destructive method (Fig. 5). Let's call the tested 
samples №1B and № 4B.  

 

Fig. 5. A graph of Spulse(Ubias) of the PDs1 after diffussion of boron. 
 

From Fig. 5, it can be seen that the curve for sample №1B 
reaches saturation at Ubias=75-80 V, which corresponds to 
ρ≈21-22.5 kΩ∙cm in contrast to ρ≈17.8-18.7 kΩ∙cm of sample 
№1 after driving-in of phosphorus. Curve №4B reaches 
saturation at Ubias=210-220 V, which corresponds to ρ≈7.7-8 
kΩ∙cm, in contrast to ρ≈4.5-5.5 kΩ∙cm of sample №4 after 
driving-in of phosphorus. From the above, it can be 
concluded about some recovery of the resistivity of the 
silicon due to gettering of the reverse side of the plates with 
boron. In the investigated case, it was possible to restore the 
resistivity of silicon by 2-4 kΩ∙cm relative to the value after 
phosphorus diffusion. The recovery rate of the resistivity 
depends on the duration of the gettering operation and the 
concentration of doped boron [20]. 

Also, from Fig. 5 it can be seen that the overall level of 
responsivity has increased in both cases, this is also due to the 
recovery of the lifetime of the minor charge carriers due to 
gettering. We also note that to measure the Spulse of the 
samples after phosphorus driving-in, an anti-reflective SiO2 
was etched, in contrast to the responsivity measurement after 
boron diffusion, where oxide etching was not carried out, 
accordingly, a decrease in the reflection coefficient from the 
surface of the samples also contributes to an increase in 
responsivity, which can be seen from equation of responsivity 
of a real photodiode (6) [11]: 

56 = (1 − 7�89:,�*
6

!.��
                     (6) 

where R is the reflection coefficient of the crystal surface; T 
is the transmission coefficient of the input window or optical 
filter; Q is the quantum output of the internal photoeffect, αp-

n is charge carrier collection coefficient. 

C. Degradation of resistivity when using mesa-technology 

and liquid phase diffusion 

When we manufacture photodiodes using mesa 
technology (PD2) and using one-stage diffusion using PCl3 
(PD3), it is possible to reduce the number of thermal 
operations in the technological routes, in particular, to 
exclude operations with T=1423 K. To establish the degree 
of degradation of the specific resistance when using the 
specified technologies, we obtained graphs of Spulse(Ubias) 
(Fig. 6). 

 

Fig. 6. A graph of Spulse(Ubias) of the PD2 and PD3. 

 

From Fig. 6 it can be seen that the responsivity curve of 
PD2 reaches saturation at a voltage of 70-75 V, which 
corresponds to ρ≈22.5-24 kΩ∙cm, that is, when using mesa-
technology, minimal degradation of the resistivity of silicon 
is possible. As for PD3, in this case, the degree of degradation 
of resistivity is somewhat worse than samples of type PD1 and 
PD2. The resistivity of completed crystals of the PD3 type 
reached 16-17 kΩ∙cm. This is caused by significant defect 
formation on the surface of the substrates during diffusion 
from the liquid phase of phosphorus chloride. During our 
study of the structural perfection of the surface of doped 
samples of the PD2-type after selective etching, dislocation 
grids with a high density were revealed (Fig. 7).  

   

a)                                                               b) 

Fig. 7. Image of dislocations on the surface of plates after phosphorus 
diffusion using PCl3 (a) and planar sources (b). 
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The main cause of the formation of a high density of 
structural defects in the case of liquid-phase diffusion is the 
location of a significant number of phosphorus atoms in the 
internodes of the silicon crystal lattice. These atoms are 
electrically inactive. Accordingly, these impurities introduce 
significant mechanical stresses caused by the difference in the 
sizes of phosphorus and silicon atoms, which leads to 
formation of dislocations [19] (Fig. 7а). When using 
phosphorus diffusion from planar sources, it is possible to 
obtain a significantly lower density of structural defects (Fig. 
7b) compared to liquid phase diffusion [14, 21].  

It can also be seen from Fig. 6 that the responsivity of PD3 
is significantly lower than PD1 and PD2. This is caused by a 
high number of generation-recombination centers - 
dislocations formed during the diffusion of phosphorus, 
which reduce the lifetime of minor charge carriers. In samples 
of the PD2-type, the value of responsivity is the highest 
among all considered cases of the technology, respectively, 
the degree of degradation of the life time of minor charge 
carriers and the resistivyty is the lowest. Accordingly, the use 
of mesa-technology allows to minimize the degradation of the 
electrophysical characteristics of silicon by reducing the 
number of thermal operations. Note that the use of slow 
cooling after heat treatments also avoids deterioration of 
material characteristics. 

CONCLUSIONS 

The degradation of silicon resistivity in the process of 
manufacturing silicon four-element p-i-n photodiodes with a 
guard ring was investigated and the following conclusions 
were drawn. A non-destructive method of controlling the 
resistivity of finished crystals by determining the reverse bias 
voltage, at which the space charge region acquires the width 
of the substrate, is proposed. This voltage can be determined 
from graphs of responivity versus voltage or current-voltage 
characteristics. the proposed resistivity measurement method 
correlates well with the 4-probe method. The reduction of the 
specific resistance occurs due to contamination of the plates 
with uncontrolled impurities of metals from the quartz ware, 
carrier gases or the reactor.  Operations of oxidation and 
driving-in of phosphorus will reduce the resistivity of silicon 
by 1-1.5 kΩ∙cm and 2 kΩ∙cm, respectively. During the 
operation of boron gettering of the reverse side of substrate, 
some restoration of the resistivity occurs. In the investigated 
case, it was possible to restore the resistivity of silicon by 2-
4 kΩ∙cm relative to the value after phosphorus diffusion. The 
degradation of resistiwity acquires a significant character 
when using diffusion of phosphorus from phosphorus 
chloride due to the formation of a high density of 
dislocations. The use of mesa-technology allows to minimize 
the degradation of the electrophysical characteristics of 
silicon by reducing the number of thermal operations. 
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Abstract — The article describes the defect formation on the 

surface of silicon substrates during various technological 
operations in the manufacture of electronics elements. It is 
established that when the substrates are separated into 
elements/crystals by cutting with a diamond disk, dislocation 
grids are formed along the cutting line. It is also shown that the 
use of liquid-phase diffusion of phosphorus contributes to more 
intense defect formation than diffusion from flat sources. It has 
been shown that silicon with crystallographic orientation [100] 
is more prone to defect formation during technological 
operations than silicon with orientation [111]. It has also been 
found that defects in the form of craters can form on the surface 
of plates during thermal gold sputtering as a result of local 
melting of silicon when gold droplets hit substrates with a 
temperature higher than the melting point of silicon. Some 
migration of dislocations to the periphery of the crystal in the 
presence of inversion layers after isothermal annealing was 
found. 

Keywords — silicon, crystallographic defect, dislocation, 
technological operation. 

I. INTRODUCTION 

The production of electronic devices and integrated 
circuits based on silicon involves a number of complex 
chemical, physical and thermal processes. In brief, the 
manufacturing of semiconductor devices is as follows. 
Purification of industrial silicon, which is a product of the 
reduction of pure quartz sand. Such purified polycrystalline 
silicon is further used to grow doped single crystals. Single-
crystal cylindrical ingots are cut into round, thin plates, which 
are mechanically and chemically polished to produce a 
smooth, flat surface without mechanical damage. Next, 
various alloying elements of both types of conductivity are 
locally diffused into the single-crystal plates. The localization 
of diffusion in different areas of the crystal surface is ensured 
by applying a protective silicon oxide film obtained by 
thermal oxidation and subsequent photolithography in the 
corresponding areas of the surface. The electrical connection 
of individual areas of the devices to each other is carried out 
using thin metal films obtained by vacuum sputtering. 
Usually, a large number of individual devices or circuits are 
simultaneously formed on a single-crystal silicon wafer, 
which are separated into crystals by scribing or cutting with 
a diamond-edged disk, and then by enclosure operations [1]. 

It is worth noting that the main problem of the described 
technological process is the production of single-crystal 
ingots and wafers with a minimum number of 
crystallographic defects, since their presence negatively 
affects the electrical properties and parameters of 
manufactured devices [2, 3]. It should be noted that the use 
of defect-free material does not ensure the absence of defects 

in the final products, because during mechanical and thermal 
processes in the manufacture of electronics elements, 
violations of the crystallographic lattice of silicon are 
observed. Investigating the mechanisms of defect formation 
on the surface of silicon substrates after various technological 
operations and establishing methods to avoid them is an 
important and urgent scientific and technical task. 

Methods for producing defect-free single-crystal silicon 
ingots and dislocation-free wafers, as well as the problems of 
defect formation during ingot growth, are known and well-
studied [4-7]. In particular, [5] indicates that when large-
diameter Si crystals are drawn from the melt, small changes 
in the drawing rate and temperature gradient can lead to the 
formation of voids that cause damaging pits on the surface of 
a polished wafer. Also, [6] investigated the effect of growth 
impurities (oxygen and carbon) on the magnetic, 
micromechanical, and structural properties of silicon single 
crystals grown by the Czochralski method (Cz-Si) after their 
heat treatment in the temperature range of 700 - 1100 ˚С. In 
[7], the authors analyzed the influence of the pickle structure 
on the further growth of the ingot and emphasized the 
importance of using defect-free pickles. However, the 
mechanisms of defect formation on the surface of silicon 
substrates during various technological operations in the 
manufacture of electronic devices have not been sufficiently 
investigated. Accordingly, the study of the causes of defect 
formation on the surface of silicon wafers in the technological 
process and methods of their avoidance is the aim of this 
work. 

II. EXPERIMENTAL DETAILS 

The research was carried out on the basis of the 
technological route for the manufacture of silicon p-i-n 
photodiodes (PDs). The PDs technological route consisted of 
a complex of four thermal operations and three 
photolithographies: after machining of the silicon wafers, the 
chemical-dynamic polishing (CDP) was performed according 
to the technological modes given in [8]; than semiconductor 
substrates were oxidized according to the principle of dry-
wet-dry oxidation; photolithography was carried out to create 
windows for phosphorus diffusion; diffusion of phosphorus 
(predeposition) to the front side to create n+-type  responsive 
elements (using planar sources of phosphorous); driving-in of 
phosphorus to redistribute the alloying impurity and increase 
the depth of the n+-p-junction at a temperature; diffusion of 
boron to the reverse side of the substrate to create a p+-type 
ohmic contac; photolithography for creating contact 
windows; sputtering of Cr-Au on the front and back sides; 
separation of pastes into crystals by scraping or cutting with 
a disk with an external diamond edge.   
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Given that we described defect formation on the surface 
of substrates during thermal oxidation in [9], in this work we 
will pay special attention to the operations of phosphorus 
diffusion, CDP, cutting substrates into crystals, and 
metallization. It should be noted that to compare the effect of 
diffusion methods on the crystallographic structure of wafers, 
we also performed phosphorus diffusion from a PCl3 liquid-
phase diffuser according to the technological modes 
described in [10]. The surface concentration of phosphorus in 
all versions of the technology reached NP0=4.1-4.15∙1020cm-2 
(Rs≈2.7-2.8 Ω/□) 

For chemical-dynamic polishing, an etchant with the 
following composition was used: 

HNO3 : HF : CH3COOH = 9 : 2 : 4. 

Dislocation-free p-type single crystal FZ-Si with [111] 
and [100] orientation, resistivity ρ≈12-24 kΩ∙cm was used. 

To investigate the defective structure of the substrates 
with [111] orientation, chemical treatment was performed in 
selective Sirtle`s etchant [11] with the following 
composition: 

HF – 100 cm3, CrO3 – 50 g, H2O – 120 cm3 

To investigate the defective structure of the substrates 
with [100] orientation, chemical treatment was performed in 
selective Secko's etchant [12]  with the following 
composition: 

4.4% K2Cr2O7 : HF = 1 : 2 

Then the surface was examined in microscopes of 
different magnifications.  

III. RESULT AND DISCUSSION OF THE RESEARCH 

A. Defect formation when cutting substrates into 

elements/crystals 

Depending on the technological needs, silicon wafers can 
be separated into elements before and after thermal 
operations. When cutting wafers with a diamond-edged blade 
before heat treatment, dislocations were observed along the 
cutting lines (Fig. 1). The formation of dislocations was 
provoked by mechanical stresses that occur during during 
disk cutting. During the selective etching of of the samples 
that were separated after thermal operations, no dislocation 
clusters were detected. It can be argued that the formation of 
structural defects in the first case was caused by high 
temperatures and diffusion of impurities, when areas with 
increased mechanical stresses became places of localization 
of dislocations formed as a result of stress relaxation at high 
temperatures [13]. Dislocation clusters were also found in 
places of chips along the cutting line of silicon wafers, which 
indicates the presence of local mechanical stresses in the chip 
areas. The formation of chips is possible when using an 
unsharpened disk. In order to avoid the influence of defects 
on the photovoltaic parameters of products, it is worth 
applying the cutting operation after thermal operations. The 
distance from the active elements of the device to the cutting 
lines is also important. By increasing this distance, it is 
possible to minimize the degradation of the parameters of 
electronics elements caused by the described defect 
formation. 

It should be noted that when using the scraper method of 
separating wafers along cutting and chipping lines, 

significant chipping of silicon can occur, which leads to the 
formation of a high density of dislocations and other 
structural defects (Fig. 1). 

   
a)                                   b)                                      c) 

Fig. 1. Defect formation on the surface of the plates during cutting with a 
diamond-edged blade (a) and scraping (b, с). 

 

As can be seen in Fig. 1, the use of scribing leads to 
significant defect formation, and therefore the use of this 
method is impractical.  However, it should be noted that in 
recent decades, the method of laser controlling thermal 
scraping has become widespread in recent decades [14]. The 
process is based on the heating carried out by a laser beam 
along the cutting line on the plate with subsequent cooling of 
the heated area with a refrigerant. Laser irradiation of the 
surface of the material leads to the emergence of significant 
compressive stresses in its outer layers of significant 
compression stresses, which do not directly lead to fracture. 
But it is thanks to the refrigerant that a sharp local cooling 
and the resulting temperature gradient leads to the appearance 
in the tensile stresses in the surface layer, which create 
conditions for the formation and progression of cracking. 
However, this cutting method has a number of requirements 
for to ensure high quality processing, which complicate this 
process: the need to mount the plate on a satellite film, the 
inadmissibility of films on the cutting tracks photoresist or 
other organic substances on the cutting tracks, the need to 
protect the plate with a polymeric coating during gluing to the 
film satellite to avoid condensation on the evaporated 
material on the surface, etc. [15]. This method is not suitable 
for high-volume silicon production due to its significant labor 
intensity. For this purpose, cutting with a diamond blade with 
an outer cutting edge, but it is necessary to control the degree 
of degradation of the cutting blade and take into account the 
distance from the cutting line to the active elements of the 
products. 

B. Defect formation when chemical dynamic polishing 

The CDP operation is designed to remove the disturbed 
layer of the plate formed during mechanical processing and 
chemical-mechanical etching. It is worth noting that during 
grinding and polishing operations, surface defects or 
inclusions of another phase can be "hidden". If the thickness 
of the chemical dynamic polishing is insufficient, hidden 
defects can be detected, which leads to uneven etching and 
polishing and, as a result, a violation of the plane parallelism 
of the plates. During the selective etching of plates with point 
inclusions of another phase, it was seen that these defects are 
areas of high dislocation density (Fig. 2).  Accordingly, to 
prevent disruption of the surface structure of the plates, it is 
necessary to perform etching to a depth that completely 
removes the disturbed layer. In the mass production of 
photodetectors, we remove the surface layer of wafers with a 
thickness of up to 25 microns before thermal operations. 

It should be noted that changing the concentration of the 
components of the CDP etchant significantly changes its 
properties – the etchant can become selective. One of the 
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well-known selective etching agents is Desch's etchant [7]. 
Its composition is similar to the polishing solution: 

HNO3 : HF : CH3COOH = 3 : 1 : (8-12) 

  

Fig. 2. Image of dislocation accumulation on the surface of silicon wafers in 
the places of inclusion of another phase after CDP. 

 

When polished with such an etchant, the plates become 
matte (Fig. 3a), or with a lower degree of selectivity of the 
etchant, the surface of the substrates can be covered with the 
so-called "starry sky" - dots that appear when examined in a 
dark-field microscope.  Examination of the substrates in high-
magnification microscopes revealed triangular etching pits 
on their surface, which are characteristic of silicon with a 
crystallographic orientation [111] (Fig. 3b).  

   
a)                                                               b) 

Fig. 3. Images of the matte surface (a) and triangular etching pits (b) formed 
as a result of the etchant's selective properties. 

 

The etching pits shown in Fig. 3b are not edge 
dislocations, since the formation of etch pits is observed even 
when polishing dislocation-free silicon. In the case of 
polishing substrates with an etchant with selective properties, 
the presence of crystallographic disorders is not a prerequisite 
for the appearance of etch pits, but the density of pits 
increases in places where structural defects or mechanical 
stresses are localized. To avoid the described defect 
formation, it is necessary to strictly observe the proportions 
when preparing the pickling agent and to conduct incoming 
inspection of chemical reagents. 

C. Defect formation on the surface of the plates during the 

diffusion of impurities 

The mechanisms of defect formation, in particular 
dislocations on the surface of silicon wafers during impurity 
diffusion, are well studied and investigated [1,3]. The main 
factors that contribute to the formation of dislocations in this 
case are thermomechanical stresses that occur in the wafers 
during rapid heating or cooling and the actual introduction of 
atoms with larger or smaller atomic radii into the 
crystallographic lattice of the base material, which causes 
mechanical stresses. However, some new features of 

dislocation formation during phosphorus diffusion have been 
revealed. In particular, it was found that the density of 
dislocations when using diffusion from solid-state planar 
sources is much lower than when using diffusion with a liquid 
diffuser PCl3 at the same surface concentration of the 
impurity (Fig. 4). 

   

a)                                                               b) 

Fig. 4. Image of the defective structure on the surface of silicon wafers after 
phosphorus diffusion using planar sources (a) and PCl3 (b). 

 

The density of dislocations on the plate surface shown in 
Fig. 4a reaches Ndis≈2∙103 _ 3∙103 cm-2, and in Fig. 4b 
Ndis≈3∙108 _ 4∙108 cm-2. Such a difference in dislocation 
density is caused by the fact that in the process of diffusion 
from the liquid phase, a significant amount of impurities 
enters the interstices of the crystal lattice, and they are not 
electrically active, unlike diffusion from planar phosphorus 
sources. Accordingly, these impurities introduce significant 
mechanical stresses caused by the difference in the size of of 
phosphorus and silicon atoms, which leads to dislocation 
formation. 

We have also seen that with a significant duration of 
selective etching (more than 15 minutes) of silicon wafers 
with crystallographic orientation [111], the etching pits 
corresponding to edge dislocations are modified. The edges 
of the classical quasi-pyramidal pits with a triangular base are 
etched to form cubic pits with a mutual placement of the 
edges of 120 degrees (Fig. 5). In the study of silicon wafers 
with orientation [100] doped with phosphorus after selective 
etching, it was found that the material with this 
crystallographic orientation is much more prone to the 
formation of dislocations (Fig. 6).  

  

Fig. 5. Surface of a silicon wafer           Fig. 6. Surface of a silicon wafer of 
after selective etching for 15                  orientation [100] doped with 
minutes.                                                  phosphorus after selective etching. 

As can be seen from Fig. 6, the surface of the doped area 
is completely covered with a dense dislocation network, 
which makes the calculation of the defect density difficult, 
but it can be visually assessed that, compared to Fig. 4, the 
dislocation density in this case is much higher (the impurity 
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concentration is the same). Presumably, the increased 
susceptibility of such a material to defect formation is caused 
by the reduced concentration of atoms per unit area compared 
to the orientation [111]. 

D. Defect formation during thermal spraying of gold 

In the mass production of silicon products, some 
degradation of parameters was observed after the gold 
sputtering stage. An assumption was made about the 
formation of defects on the silicon surface. To assess the 
structural perfection of the substrate surface, they were 
examined after etching in a selective etchant. On the surface 
of the rejected crystals, we found complexes of structural 
defects in the form of craters, which are clusters of randomly 
placed dislocations and point defects (Fig. 7). Complexes of 
structural defects of this type were found for the first time on 
the surface of silicon wafers. 

   

Fig. 7. Defects caused by localized melting of silicon. 
 

Such defects are formed as a result of local melting of 
silicon when "drops" of gold boiling in the evaporator with a 
temperature higher than the melting point of silicon hit it. In 
the places of their localization, a thickened, sometimes sharp-
edged layer of gold is observed, which requires longer 
etching during photolithography, leading to etching and, as a 
result, to a change in the specified shape and size of the 
contact pads. In addition, such defects can damage photo 
templates by forming scratches. As a result of the research, it 
was found that wire sputtering is accompanied by more 
intense "clogging" of substrates with gold droplets than when 
using kings. The mechanism of this phenomenon requires 
additional research. The likelihood of the described defects 
can be reduced by sputtering from closed evaporators or by 
increasing the sputtering time per flap during gold melting. 
However, it should be borne in mind that these methods 
increase the consumption of precious metal. 

E. Dislocation migration on the surface of silicon wafers 

with inversion layers 

When studying silicon wafers with surface inversion 
layers at the semiconductor-oxide interface, some dislocation 
dynamics was observed. It was manifested in the migration 
of these structural defects to the periphery of the crystal and 
their localization with high density in areas outside the 
sensitive elements of photodetectors (Fig. 8). It should be 
noted that the wafers processed according to the same 
technological route but without the existing inversion layers 
had dislocations evenly distributed on the surface. This 
phenomenon contributed to a significant reduction in the 
density of defects in the active areas of the products.  

 It is known from sources that the main driving force for 
the movement of dislocations on the surface of plates is the 
stresses introduced by deformation [16, 17], but in this case 

there is no mechanical impact on the substrates. The 
described movement of dislocations on the surface of silicon 
substrates during isothermal annealing caused by the 
formation of inversion layers was detected for the first time.  

The mechanism of the observed dynamics of dislocations 
on the surface of plates with inversion is not yet known to us, 
so this phenomenon requires additional research. 

  

Fig. 8. Localization of dislocations        Fig. 9. Images of edge dislocations 
on the periphery of crystals due to         and hexagonal Frank dislocation  
migration.                                               loops. 
 

When studying the morphology of the areas localization 
of defects after migration in microscopes with high 
magnification, the formation of of hexagonal and circular 
defects (Fig. 9), which are partial edge dislocation Frank 
loops [1, 18]. It should also be noted that the formation of 
hexagonal edge dislocation Frank loops was not detected 
after oxidation or diffusion, but their generation was observed 
after the formation of inversion layers and the described 
dislocation migration, which was also established for the first 
time. 

F. Some other factors of defect formation on the plate 

surface 

When the silicon oxide was removed from the wafers, 
chaotic complexes of structural defects were found on their 
periphery, which were the so-called furrow-like formations 
(Fig. 10a-d) and etching pits (Fig. 10e). The sources do not 
describe the mechanisms of formation of the described 
disturbed surface, but when investigating the causes of these 
defects, it was found that the places of their localization are 
unused areas of the substrates, where high-quality 
photolithography is not required. Accordingly, in these areas, 
the silicon oxide becomes porous due to etching (Fig. 10f). 
During subsequent chemical treatments, the unprotected 
areas are etched to form a furrow-like structure, which is 
clearly visible during oxide film removal and selective 
etching. 

Also, spiral-shaped structural defects were found on the 
surface of the silicon substrates, which extend deeply into the 
thickness of the wafers (Fig. 11). These defects can be 
confused with swirl defects, but the latter are clusters of point 
defects with a spiral distribution [1, 19], which is not typical 
of the detected defects. It is worth noting that a review of the 
scientific literature on defect formation in silicon did not 
reveal any descriptions of such defects.  A possible reason for 
the appearance of these violations is the point mechanical 
impact on the plate during machining, another reason may be 
the inclusion of another phase during the growth of silicon 
ingots, which provokes the formation of concentric structural 
defects. 
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a)                                   b)                                      c) 

   

d)                                   e)                                      f) 

Fig. 10. Сomplexes of structural defects in the form of furrow-like 
formations (a-d) and etching pits (e) formed in the areas of porous silicon 
oxide. 

 

   

Fig. 11. Complexes of spiral-shaped structural defects. 
 

 The described types of structural defects adversely affect 
the parameters of the manufactured products, and therefore, 
in the manufacture of silicon electronics, it is necessary to use 
technological modes that minimize defect formation.  

CONCLUSIONS 

The defect formation on the surface of silicon substrates 
during various technological operations in the manufacture of 
electronics elements has been studied and a number of 
conclusions have been drawn. The use of liquid-phase 
diffusion of phosphorus using PCl3 contributes to more 
intense defect formation than diffusion from flat sources. 
Silicon with crystallographic orientation [100] is more prone 
to defect formation during technological operations than 
silicon with orientation [111]. This is probably due to the 
reduced concentration of atoms per unit area compared to the 
orientation [111].   Cratered defects can form on the surface 
of the plates during thermal gold sputtering as a result of local 
melting of silicon.  Some migration of dislocations to the 
periphery of the crystal in the presence of inversion layers 
after isothermal annealing was detected.  The formation of a 
broken or disrupted SiO2 layer may result in the formation of 
furrow-like defects on the silicon surface when the oxide film 
is removed as a result of some etching during chemical 
treatments. Spiral-shaped structural defects were found on 
the surface of the silicon substrates, which extend deeply into 
the thickness of the wafers. A possible reason for the 
appearance of these violations is the point mechanical impact 
on the plate during machining.  
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Abstract — The results of the numerical simulation of plane 

wave diffraction by the structure of the dielectric grating on a 

metal substrate are presented. In such a structure, the reflection 

coefficient is zero when the waveguide modes resonance (for TE 

and TM polarization waves) or the surface plasmon-polariton 

resonance for TM polarization occurs.  
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I. INTRODUCTION  

In work [1] it was shown for the first time that a zero-
reflection coefficient can be achieved in the structure of a 
dielectric gating on a metal substrate due to field resonance, 
with carefully selected parameters of the grating. The 
reflection coefficient is zero under resonance of waveguide 
modes for waves of TE and TM polarizations or/and 
resonance of surface plasmon-polariton waves only for waves 
of TM polarization. The results of the resonance study in such 
structures as narrow-band absorbers of optical radiation were 
given in many works, particularly in [2 – 5]. Moreover, some 
of these works show that such structures can be used as 
sensors sensitive elements for measuring the refractive indices 
of liquids and gases [4, 5] 

Dielectric gratings on dielectric substrates can be used as 
sensor’s sensitive elements in which the resonance of 
waveguide modes occurs and the reflection coefficient from 
such structure is equal to unity [6, 7]. In addition, sensors for 
the refractive index measuring have been created based on a 
metal grating on a metal substrate [8 – 10]. The resonance of 
surface plasmon-polariton waves occurs at certain gratings 
parameters and the reflection coefficient from such structure 
is zero under resonance. Sensors have also been created based 
on a prism structure in which the surface plasmon-polariton 
resonance occurs and the reflection coefficient can be zero 
under resonance [11]. 

It should be noted that a large number of publications have 
recently been devoted to sensors for measuring the refractive 
index based on resonant phenomena of the electromagnetic 
field in the optical range, as evidenced by reviews on this issue 
[12,13], and the review [12] has a thousand references. In ref. 
[14], comparison of the characteristics of the sensor’s 
sensitive elements based on a prism structure, a dielectric 
grating on a dielectric substrate, and a metal grating was made 
based on the waveguide phenomena theory. Analytical 
expressions relating the sensitivities of the sensors and their 
other characteristics to the change in the propagation constants 
of waveguide modes and surface plasma-polariton waves 

under the influence of the change in the testing medium 
refractive index have been obtained. 

As already mentioned at the beginning of this section, field 
resonance is possible by the dielectric grating system on a 
metal substrate, which leads to total absorption [1]. It should 
be expected that when the refractive index of the medium 
surrounding the grating is changed, the resonance will be 
disrupted and it can be restored at a different wavelength or a 
different angle of incidence of the optical wave. Therefore, the 
study of such a structure from the point of view of its 
application as a sensitive sensor element is important and 
desirable. 

II. RESEARCHED STRUCTURE 

The studied structure is shown in Fig. 1. 

 
 

Fig. 1. Sheme of the dielectric grating on a metal substrate where θ is the 
angle of incidence of a plane wave in the air, θ� is the angle of incidence of 
the beam on the grating in the tested medium with the refractive index ��, �� 
is the refractive index of the dielectric, �� is the refractive index of the metal 
(silver), � is grating thickness, Λ is the grating period. 

Numerical modelling was carried out for the two indices 
of refraction ( �� ) of the rectangular grating groove 
1.47 and 2.0. Aqueous solutions were used as the research 
medium with the refractive index �� � 1.333  at the 
wavelength � � 1.064 �m . Therefore, we can see that the 
numerical analysis was carried out with a small and high 
contrast of the change of the grating dielectric constant. The 
grating filling factor is � � 0.5. In addition, calculations were 
carried out for two incidence angles of a plane wave on a 
periodic structure θ � 0  and θ � � 18.⁄  The diffraction 
calculation was carried out by rigorous coupled wave analysis 
(RCWA) [14, 15] using 41 coupled waves, which provided 
high calculation accuracy. The spectral dependences of the 
dielectric permittivity of silver in analytical form from work 
[16] were used for the numerical analysis. 
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III. RESULTS OF THE NUMERICAL ANALYSIS 

The approximate values of the period Λ� and the grating 
thickness ��  were determined using the theory of planar 
waveguides according to the rule given in [1] at the normal 
incidence of the plane wave on a periodic structure for the 
based parameters �� �1.064 and ��� � 1.333. At the next 
stages in the process of RCWA diffraction analysis, a 
reflection coefficient equal to zero was achieved by successive 
changes in the period of the grating and its thickness. The 
grating period and thickness are defined by Λ� !  and �� ! , 
respectively. The initial value of the grating thickness ��was 
assumed to be equal to �� ! at normal incidence when a plane 
wave is incident at the angle " � � 18⁄ . The initial value of 
the grating period Λ�  at the angle of incident "  was 
determined as follows: 

�#

$%
�

�#

$&'(
)

�#

*%
sin",                             (1) 

where Λ� !  is the resonance grating period at the normal 
incidence of a plane wave. Based on Equation (1), when 
choosing the “+” sign, after simple transformations, Λ� can be 
obtained from the following expression: 

Λ� �
*$&'(

*-$&'( ./0 1
.                             (2) 

The "+" sign in Equation (2) provides only zero diffraction 
order of the reflected beam from the grating. The results of 
finding the approximate values of �� , Λ� , �� ! , and Λ� !  at 
the normal incidence of a plane wave and at the angle " �
� 18⁄  are summarized in Tables I and II for TE and TM 
polarizations, respectively. 

TABLE I.  GRATINGS PARAMETERS AT THE " � 0 

No �� Polar ��, nm �� !, nm Λ�,nm Λ� !,�2 3� 

1 1.47 TE 400.9 921.8 777.5 789.49 4 1056 

2 2.0 TE 938.7 753.1 696.6 709.4 4 1056 

3 2.0 TM 675.8 717.5 750.2 730.13 4 1057 

4 2.0 TM 61.25 75.75 750.2 732.56 4 1056 

 

TABLE II.  GRATINGS PARAMETERS AT THE " � � 18⁄  

No �� Polar ��, nm �� !, nm Λ�,nm Λ� !,�2 3� 

1 1.47 TE 921.8 923.7 699.38 698.28 4 1056 

2 2.0 TE 753.1 755.7 635.8 607.7 4 1056 

3 2.0 TM 717.5 739.0 632.4 658.00 4 1057 

4 2.0 TM 75.75 100.0 654.3 644.13 4 1056 

 

Analysis of Table 1 shows that the predicted grating 
thickness �� can be quite different from �� ! at " � 0. At the 
same time, Λ�  and Λ� !  are quite close to each other. 
However, the predicted and resonance characteristics differ 
little from each other at " � � 18⁄ . Therefore, the approach of 
determining ��  and Λ�  according to Equation (2) provides 
sufficient accuracy and provides a quick search for �� ! and 
Λ� ! . 

Thus, there is total absorption by the periodic structure. 
Changing any parameter of the periodic structure, the 

wavelength or the angle of incidence of the beam on the 
structure will lead to a disturbing of resonance. As a result, the 
reflection coefficient 3� will becomes higher than zero, and 
may become close to unity. The most informative 
characteristics are the spectral dependencies, which are shown 
in Fig. 2. As can be seen from Fig. 2 the full width at half 
maximum (FWHM) is within wide limits for different cases. 
The FWHM for TE polarization waves is significantly lower 
than for TM polarization waves. 

 

 
Fig. 2. Spectral dependences of the reflection coefficient. The red and green 
curves are obtained at θ � 0, and the blue and dark blue dots at θ " � � 18⁄ : 
a) is TE polarization, the red curve and blue dots correspond to the first lines 
of Table I and Table II, green curve and dark blue dots correspond to the 
second lines of Table I and Table II; b) is TM polarization, red curve and 
blue dots correspond to the third lines of Table I and Table II, green curve 
and dark blue dots correspond to the fourth lines of Table I and Table II 

An important parameter of sensors is their sensitivity and 
two types of sensitivity are distinguished. The sensitivity 8* is 
defined as the ratio of the change in the resonant wavelength 
to the change in the refractive index of the testing medium at 
the constant angle of incidence. The second one 81  is defined 
as the ratio of the change in the resonant angle of incidence to 
the change in the refractive index of the testing medium at the 
constant wavelength. In our numerical studies, the sensitivity 
8* was determined as follows: 

8* �
*&'(9:;-<:;=5*&'(9:;5<:;=

<:;
,                      (3) 

where is >�� = 0.0001. 

Knowing 8* and FWHM, it is possible to calculate a figure of 
merit (FOM), which is an important characteristic of sensors, 
according to the expression: 

FOM �
BC 

DEFG
.                                             (4) 
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Calculated 8*,FWHM and FOM for investigated structures are 
presented in Table III and Table IV.  

TABLE III.  PARAMETERS OF THE SENSORS ELEMENTS AT 
THE " � 0 

No �� Polar �� !, nm Λ� !,�2 H*, nm/RIU FWHM, nm FOM, RIU-1 

1 1.47 TE 921.8 789.49 553 0.045 12290 

2 2.0 TE 753.1 709.4 470 0.200 2350 

3 2.0 TM 717.5 730.13 400 0.925 432 

4 2.0 TM 75.75 732.56 610 3.59 170 

Where RIU is Refractive Index Unit 

TABLE IV.  PARAMETERS OF THE SENSORS ELEMENTS AT 
THE " � � 18⁄  

No �� Polar �� !, nm Λ� !,�2 H*, nm/RIU FWHM, nm FOM, RIU-1 

1 1.47 TE 923.7 698.28 461 0.0404 11411 

2 2.0 TE 755.7 607.7 269 0.125 2152 

3 2.0 TM 739.0 658.00 400 0.892 448 

4 2.0 TM 100 644.13 515 3.47 148 

 

The maximum sensitivity 8*  is achieved for TM waves 
(fourth lines of the tables Table III and Table IV). At the same 
time, the lowest FWHMs are obtained for the first rows of 
these tables, which leads to the highest FOM values. The 
highest and the lowest FOM values differ by almost two 
orders of magnitude. In general, it can be stated that sensors 
based on resonance excitation for TE polarization waves have 
better characteristics compared to sensors based on resonance 
for TM polarization waves. At the same time, the lowest 
FWHM and, accordingly, the highest FOM are characteristic 
of TE waves of polarization at �� � 1.47, which coincides 
with the results of the work [1]. This is because when the 
contrast of the refractive index in the grating decreases, the 
FWHM decreases. 

Therefore, it is interesting to obtain the dependence of the 
reflection coefficient from the grating 3� on the change in the 
refractive index of the tested medium ��. The corresponding 
dependences for the first line of Table IV (TE polarization) 
and the third line of the same table (TM polarization) are 
shown in Fig. 3. Within the limits of linear dependence, 
sensitivity can be calculated according to the following 
expression: 

8 �
<30

<:;
� 13700 RIU−1.                  (5) 

The change >3� � 0.00137 on the linear section when 
the refractive index changes >�� � 105M, it can be recorded 
by modern measuring equipment. In general, it can be stated 
that as a sensor-sensitive element is rational to use the 
resonance of waveguide modes for TE polarization waves 
with a small contrast of the dielectric constant of the grating. 

 

 
Fig. 3. Dependence of the reflection coefficient 3�  on the change in the 
refractive index of the tested medium ��: red dots are TE polarization, green 
line are TM polarization, green line is linear approximation of the 
dependence of 3� on ��. 

The field distribution at N � 0 (red color of curves) and at 
N � �  (blue color of curves) under waveguide modes 
resonance presented in Fig. 4, under resonance of surface 
plasmon-polariton waves presented in Figs. 5, 6. 

 

 

 
Fig. 4. Dependence of the electric field intensity modulus |E(x)| along the 
grating period for TE polarization waves (first lines of Table I and Table II): 
a) θ=0, b)  θ=π∕18. 

It is known that the maximum field strength occurs at the 
metal/dielectric interface for a surface plasmon-polariton 
wave. There is the strongest field at N � �following Fig. 6, 
that is, at the metal/dielectric interface. Therefore, it can be 
asserted that only surface plasma-polariton waves can be 
excited at small grating thicknesses. 
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Fig. 5. Dependence of the magnetic field intensity modulus |H(x)| along the 
grating period for TM waves of polarization (third lines of Table I and Table 
II): a) θ=0, b) θ=π∕18. 

 

 

 
Fig. 6. Dependence of the magnetic field intensity modulus |H(x)| along the 
grating period for TM waves of polarization (fourth lines of Table I and 
Table II): a) θ=0, b) θ=π∕18. 

Both waveguide modes and surface plasmon-polariton 
waves can be excited with large grating thicknesses. In this 
case, the field can be higher at N � 0, and not at N � �, as 
shown in Fig. 4 for TE polarization waves, for which only 
waveguide modes can be excited by the grating. 

CONCLUSION 

Sensors sensitive element for refractive index measuring 
based on the dielectric grating on a metal substrate was 
theoretically studied. The maximum sensitivity of such a 
structure is achieved under the waveguide modes resonance 
with a small difference between the dielectric constant of the 
tested medium and the average value of the dielectric constant 
of the grating. 
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Abstract — This study presents the synthesis of the 

CdO/por-CdS/CdS heterostructure, where a porous CdS layer 

is employed as a buffer layer. The elemental composition of the 

structure was investigated using EDX surface mapping, where 

cadmium and sulfur exhibited uniform distribution, and 

cadmium oxide was predominantly detected on spheroidal 

crystallites. Raman spectroscopic analysis confirmed the 

presence of CdS and CdO crystalline phases, indicating the 

material's partial amorphousness. X-ray diffraction analysis 

revealed characteristic peaks for CdS and amorphous features 

in the structure, which might be associated with ultrafine 

crystallites and lattice deformations. The gathered data 

underscore the significance of the proposed method in 

synthesizing CdO/por-CdS/CdS heterostructures with porous 

layers serving as a buffer, paving the way for future research 

and the fabrication of materials for photocatalysis and 

magnetoelectronics.  

Keywords — buffer layer, electrochemical etching, 

electrochemical deposition, crystallites, heterostructures, 

cadmium oxide  

I. INTRODUCTION  

In recent decades, nanomaterial science has emerged as 
one of the most rapidly evolving research fields due to 
nanostructures’ myriad possibilities for technological and 
applied applications [1, 2]. This is particularly true for 
semiconducting and dielectric nanomaterials that can be 
harnessed in photovoltaics and other optoelectronic 
applications [3, 4]. 

Heterostructure materials have garnered intensive scrutiny 
in the contemporary scientific community owing to their 
distinctive properties and potential in diverse technological 
implementations [5, 6]. Various types of heterostructures have 
been considered, including but not limited to Ga2O3/GaAs [7], 
CdTe/CdSe [8], and CdSe/CdS [9]. Additionally, research has 
pivoted towards heterostructures based on oxide compounds 
[10, 11]. 

However, achieving the optimal quality of 
heterostructures often encounters challenges such as lattice 
mismatch or undesirable stresses at the interfaces between 
materials [12, 13]. One of the strategies to circumvent these 
challenges is employing an intermediary buffer layer [14, 15]. 

Utilizing porous layers as a "soft" underlayer is among the 
most promising strategies [16, 17]. Such underlayers can aid 
in stress alleviation and address lattice incompatibilities. 
Many methods exist for crafting such porous structures [18, 
19]. While modern techniques like ion-track templates have 
been explored [20, 21], traditional methods like 
electrochemical etching remain relevant due to their simplicity 
and the feasibility of synthesizing large material batches [22-
24]. 

Within the scope of this study, we propose a novel 
approach to synthesize the CdO/por-CdS/CdS heterostructure 
via electrochemical treatment of the CdS surface. We 
thoroughly analyze the heterostructure's morphological, 
compositional, and structural characteristics, facilitating a 
deeper understanding of its properties and potential 
applications. 

II. EXPERIMENT 

A. Samples for Experiment  

Monocrystalline CdS samples with n-type conductivity of 
cubic symmetry were utilized and obtained via the Physical 
Vapor Transport (PVT) method. Before experimentation, the 
samples underwent a treatment regimen encompassing 
polishing using specialized pastes, followed by cleaning in 
alcoholic and acid solutions. The primary objective of this 
approach is to mitigate the influence of surface oxides on 
subsequent nanolayer formation. 

B. Methodology and Apparatus  

A procedure was developed for electrochemical 
deposition, encompassing multiple sequential stages to 
produce the heterostructures. The experiment was executed in 
a specialized three-electrode cell equipped with two working 
electrodes and an additional reference electrode, the silver 
chloride electrode EVL1M3. Current measurements were 
performed using a potentiostat, positioning the sample and 
platinum at a fixed distance of 1.5 cm. Additionally, the cell 
was equipped with auxiliary functional modules: an air blower 
and a mixer for uniform solution mixing. The CdO/por-
CdS/CdS heterostructure was formed in three primary steps: 
anodic, cathodic electrochemical treatments, and chemical 
etching. 
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The operating mechanism involves conducting anodic 
treatment in an electrolyte. Subsequently, the solution is 
saturated with acid, altering the position of the anode and 
cathode for cathodic processing. The final step necessitates 
switching off the cell's power and undergoing chemical 
treatment in the same electrolyte. 

It's noteworthy to emphasize that such a detailed 
methodology ensures precise control over the heterostructure's 
properties, potentially leading to optimized performance in 
intended applications. 

1) Anodic Processing 

This stage aimed to form por-CdS. An electrolyte was used 
in the ratio of HNO3:H2O = 1:1 with a potential of 5V. The 
process duration was 3 minutes. During the electrochemical 
reaction at the anode, the material dissolves due to oxidative 
processes. This phenomenon is known as "anodic 
dissolution." 

In the initial etching stage, there was a marked emission of 
bubbles both at the anode and cathode. These bubbles arose 
due to releasing oxygen and hydrogen from the electrolyte 
solution. This phenomenon might hinder the effective etching 
of the semiconductor surface. An active mixing technique of 
the solution was employed to minimize this effect. The used 
electrolyte was at room temperature, and the experiment was 
conducted under natural lighting. During the investigation, a 
pronounced increase in current density was observed, 
indicating the activity of electrochemical processes at the 
"electrolyte-semiconductor" interface. The color of the 
electrolyte solution turned yellow, which might indicate the 
presence of cadmium ions released from the crystal surface. 

2) Cathodic Deposition 

The primary goal of this stage was the formation of CdO. 
The process took place in the electrolyte solution of 
HNO3:H2O:C2H5OH in a ratio of 1.5:1:0.5. The potential for 
the reaction was set at 5V, with an action duration of 3 
minutes. 

The second stage of the experiment focused on the 
deposition of products from the electrochemical reaction onto 
the semiconductor. During the response at the cathode, a usual 
observation is the reduction process of ions, leading to the 
deposition of material on the cathode. This action is often 
called "cathodic deposition" or "electrolytic reduction". 
Unlike the first stage, there was no use of the mixing method 
for the electrolyte. Over 4 minutes, a gradual increase in 
current density was noted, after which its value became stable. 
Interestingly, the solution lightened, potentially indicating the 
active deposition of cadmium ions onto the crystal. 

3) Chemical etching 

During this stage, CdO formation also took place, but 
without using an electrical current. The reagent employed was 
a solution of HNO3:H2O:C2H5OH in a ratio of 1.5:1:0.5, and 
the procedure lasted for 1 minute. This action aimed to 
complete all electrochemical reactions and consolidate the 
surface characteristics of the semiconductor. After the 
experiment, the samples were thoroughly dried and stored in 
the open air for three months. 

C. Characterization  

Scanning electron microscopy was employed using the 
SEO-SEM Inspect S50-B device to study the morphological 

properties of the formed heterostructure. For analyzing the 
elemental composition of the sample surfaces, the EDX 
method was utilized, performing mapping and measurements 
at specific points. Structural features of the sample were 
examined using Raman spectroscopy with the RENISHAW 
inVia Reflex equipment. Parameters included a 5% laser 
intensity, an excitation wavelength of 532 nm, and a spectral 
range from 100 to 700 cm⁻¹. 

III. RESULTS  

A. SEM Analysis  

Figure 1 presents the SEM image that illustrates the 
morphology of the synthesized heterostructure of CdO/por-
CdS/CdS. The structure can be observed to feature dispersed 
islands and spherical crystals. The surface layer demonstrates 
heterogeneity: some areas are predominantly fluffy, whereas 
others are covered in crystals. This surface configuration 
could suggest the presence of crystalline and amorphous 
regions in the topmost layer. 

 

Fig. 1. SEM image showcasing the morphology of the synthesized 
CdO/por-CdS/CdS heterostructure.  

The crystalline structures take on ring-like and spherical 
forms, with external diameters ranging from 0.5 to 5 μm. In 
those structures that adopt a ring-like shape, the internal 
diameter reaches up to 200 nm. Notably, rings with larger 
external diameters possess a more significant internal void, 
whereas the smaller ones may not have it. These findings can 
indicate a sequential formation of the structures: initially small 
spheres, which eventually grow in size, morphing into rings 
during subsequent synthesis stages. 

Figure 2 depicts a cross-sectional view of the said 
structure. This layer stands out with its fluffy and porous 
texture. One can observe spheroidal crystallites filling up the 
spaces within these pores, imparting additional textural 
intricacies to the surface. These pores do not showcase a 
specific growth direction within the crystal. Instead, they form 
arbitrarily, creating massive etching pits. At the topmost 
portion, additional surface crystallites can be observed. The 
overall thickness of this layer approximates around 20 μm. 
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Fig. 2. Cross-sectional view of CdO/por-CdS/CdS heterostructure.  

B. EDX Analysis  

Figure 3 displays the outcomes of the EDX analysis 
carried out through the mapping technique for the sample's 
surface. The analysis reveals that cadmium and sulfur 
elements are uniformly distributed throughout the sample's 
surface. However, oxygen predominantly marks its presence 
on the spheroidal crystallites. 

 

Fig. 3. Energy dispersive (EDX) mapping analysis of the surface CdO/por-
CdS/CdS heterostructure.  

The Electron Dispersive X-ray (EDX) spectroscopic 
analysis identified the surface’s elemental composition at 
various points. The findings of the analysis are summarized in 
Table 1. 

Several observations can be drawn from the data analysis 
in the table. The oxygen (O) content varies from 38.26% to 
43.78%, with Point 3 exhibiting the maximum oxygen 
concentration. The sulfur (S) range sees a decline from Point 
1 to Point 4, with the peak value at Point 2 (26.79%) and the 
lowest at Point 4 (15.27%). The cadmium (Cd) content seems 

relatively stable across the first three points, oscillating around 
35%, but it escalates to 43.54% at Point 4. Such an elemental 
distribution implies some heterogeneity in the material or 
suggests that the formation processes or interactions between 
the components could have varied across different sections of 
the sample. 

The average elemental composition of the surface consists 
of approximately 40.84% O, 22.015% S, and 37.145% Cd. 
Table 2 presents the ratio among the system's components. 

TABLE I.  ELEMENTAL COMPOSITION OF THE SURFACE AS 

DETERMINED THROUGH THE EDX METHOD 

Element 
At, % 

1 2 3 4 

О 40.13 38.26 43.78 41.19 

S 24.68 26.79 21.32 15.27 

Cd 35.19 34.95 34.9 43,54 

 

TABLE II.  RATIO OF COMPONENTS ON THE SURFACE CDO/POR-
CDS/CDS HETEROSTRUCTURE 

The ratio | Value 

Cd/S 1.686     

Cd/O           0.909     

S/O            0.538     

Cd+S/O 1.447     

Cd+O/S         3,543 

 

 The Cd/S ratio indicates that the number of Cd atoms is 
approximately 68.6% greater than that of S atoms. The Cd/O 
ratio is less than one, suggesting that the number of oxygen 
atoms slightly exceeds that of Cd atoms. The S/O ratio 
demonstrates that the number of oxygen atoms is twice as 
many as sulfur atoms. The ratios of Cd+S/O and Cd+O/S 
highlight significant structural heterogeneity, potentially 
pointing to various phases or regions of interaction among the 
components, corroborated by the EDX mapping data 
presented in Fig. 3. The observed variations in concentrations 
suggest that factors like reaction time, temperature, or reagent 
concentrations must be adjusted for a more homogeneous 
distribution during synthesis 

C. Raman Analysis  

Raman spectroscopy reveals peaks of high (462, 602 
cm⁻¹), medium (253, 300 cm⁻¹), and low (112, 216 cm⁻¹) 
intensities (see Fig. 4). It is particularly noteworthy that 
certain spectral lines show expansion from the right side, with 
additional weak-intensity peaks also being present. The 
characteristic lines at 300, 462, and 602 cm⁻¹ can be attributed 
to features of CdS, whereas peaks at 113, 216, and 253 cm⁻¹ 
are correlated with the cubic structure of CdO. The critical 
peak at 602 cm⁻¹ points to the 2LO mode of CdS, while 300 
cm⁻¹ is determined by the fundamental LO mode of CdS. This 
latter peak tends to have an asymmetric expansion, possibly 
due to nanoparticles with various sizes. 

The line at 253 cm⁻¹ characterizes cubic CdO. Notably, the 
lines in the range (100 – 250) cm⁻¹ indicate the presence of 
cadmium oxide in the CdS structure. Their weak intensity 
compared to CdS peaks and noise and expansion might 
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suggest partial crystallization of the surface layers, with the 
amorphous form of CdO likely prevailing. 

 

Fig. 4. Raman spectra of the CdO/por-CdS/CdS heterostructure.  

D. XRD Analysis 

Fig. 5 presents the diffractometric spectra of the obtained 
structure, compared with the standard ranges of CdS and CdO. 
A primary diffraction peak at 2θ = 26.4o is observed, which 
correlates with the (002) plane of the cubic phase of CdS, 
according to reference data PDF-4 00-001-0647. Other peaks 
in the plot have low intensity. 

This spectral feature may have several reasons. Firstly, 
such “amorphization” of the structure could arise due to the 
presence of microscopic pores and ultrafine crystallites with 
sizes within the 2-5 nm range. This, in turn, may cause 
deformations in the crystalline lattice. Furthermore, the 
scattering of peaks and their low-intensity values might 
suggest significant crystallite size variability and irregularity 
variability. Additionally, the imperfect crystallization of the 
material may be a reason for the weak intensity of the 
spectrum, confirming the potential presence of both 
crystalline and amorphous phases in the cadmium oxide-based 
material. 

 

Fig. 5. XRD spectrum of CdO/por-CdS/CdS with overlaid reference 
spectra CdO, CdS, from the Crystallography Open Database (COD) 
visualized using the VESTA program.  

IV. DISCUSSION 

Upon examining the research results on the newly formed 
structure based on CdS and CdO, several critical aspects of its 
formation and properties can be determined. The processes 
that occur during the electrochemical treatment of CdS play a 
role in shaping the unique structure of the material. This study 
demonstrates that the electrochemical etching of CdS leads to 
forming a porous layer, creating a surface density with 
numerous pits. This porous layer, combined with an 
electrolyte solution enriched with cadmium and sulfur atoms, 
facilitates the deposition of cadmium bound with oxygen 
during the subsequent anodic deposition stage. The porous 
structure ensures enhanced adhesion; as a result, crystalline 
growth is initiated at defect sites formed on the porous layer. 
Growth centers of crystallites include the peaks of porous 
islands where the cadmium oxide film undergoes 
recrystallization processes, developing spherical crystallites. 
Over time, these spheres transform into ring shapes with 
distinct crystalline characteristics, while the central part of the 
islands remains in an amorphous state. Due to electrochemical 
reactions, the material's surface acquires a new, porous 
structure, increasing its active surface for additional chemical 
processes. Such a structure dramatically enhances the 
efficiency of electrochemical reactions due to increased 
available surface area. 

The similarities in the lattice characteristics and structural 
parameters of CdS and CdO underscore the importance of 
their coexistence in the formation of new nanostructures [25, 
26]. The porous CdS may act as a "soft" substrate, reducing 
the risk of stress emergence in the overgrown CdO layer. Such 
an interfacial interaction between CdS and CdO can be a 
source of numerous applications, especially in high-tech 
sectors like photovoltaics. 

The CdO layer, in turn, serves as a protective passivating 
layer for CdS, shielding it from unwanted external influences 
and ensuring the composite's stability. Oxide coatings, like 
CdO, typically have excellent passivating properties, 
protecting a more active material from corrosion and other 
aggressive environments [27, 28]. 

In the broader context, the newly formed structure 
showcases a range of intriguing characteristics that can be 
explored for future applications. Understanding its 
fundamental properties will aid in harnessing this structure for 
specific technological needs. 

CONCLUSIONS  

The research demonstrated the effectiveness of using 
porous layers as a buffer for synthesizing CdO/por-CdS/CdS 
heterostructures. The proposed method of electrochemical 
treatment of CdS, which involves sequential anodic etching to 
form por-CdS, cathodic deposition to form CdO on the surface 
of por-CdS, and final chemical etching, proved successful in 
obtaining the desired heterostructure. 

Raman spectroscopic analysis of the heterostructure 
confirmed the presence of a volumetric CdS layer and 
amorphous and cubic phases of CdO. These data correlate 
with the EDX analysis results, which indicated a cadmium 
oxide film on the sample's surface. 

Morphological analysis of the heterostructure using SEM 
revealed the presence of islands and ring-like crystallites. The 
recorded sizes of the crystallites and their shape attest to the 
success of the proposed self-assembly mechanism. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

319 
 

Based on the data obtained, it can be asserted that the 
proposed approach to the synthesis of CdO/por-CdS/CdS 
heterostructures, using porous layers as a buffer, may be 
significant for further research and development of new 
materials with potential applications in photocatalysis, 
magnetoelectronics, and other areas. 
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Abstract — The paper studies the characteristics of the 

dipole optical nanoantennas which consist of two spherical 

metallic particles, separated by dielectric gap. The questions 

connected with the enhancement of the electric fields and with 

the excitation of the optical resonance are considered. The sizes 

of nanoparticles, at which the enhancement of the fields by the 

antenna is maximum, have been found. The frequencies, at 

which the maximum of the enhancement is reached, have been 

determined. An influence of material of nanoparticles and 

environment on the enhancement and frequencies of optical 

resonances has been analyzed.  

Keywords — spherical metallic nanoparticles, enhancement 

of the local electric fields, optical resonance, dielectric function, 

relaxation rate, dipole antennas  

I. INTRODUCTION 

Under the interaction of light with metallic nanoparticle, 
its conduction electrons can be controlled by the incident 
electric field of the wave in the collective oscillations, known 
as localized surface plasmonic resonance (SPR). It results in 
the sharp change in the incident radiation pattern and in such 
effects as subwavelength localization of electromagnetic 
energy, formation the high efficiency hot spots near the 
surface of the nanoparticles or the directed light scattering 
outside the structure. Localized SPR can also interact with 
the electromagnetic fields, emitted by molecules, atoms or 
quantum dots, located near nanoparticles, which, in turn, 
results in the strong modification of the emissive and non-
emissive properties of the emitter. Since the localized SPR 
provides an effective transfer of electromagnetic energy from 
near to far field of metallic nanoparticles and vice versa, 
plasmonic nanostructures can be considered as nanoantennas 
since they operate similarly to radio antennas but at higher 
(optical) frequencies. Such nanoantennas support hybrid 
electromagnetic modes called plasmon-polaritons, which 
have extremely short wavelengths and demonstrate strong 
electromagnetic field confinement on the nanometer scale. In 
addition to their unique optical properties, the use of 

nanoantennas at optical frequencies is rather attractive for 
numerous applications such as ultrasensitive sensing [1,2], 
ultra-compact light-emitting devices [3–5], spectroscopy 
[6,7], visualization [8], energy harvesting and photodetection 
applications [9], particle collection [10], nonlinear optics 
[11], thermal ablation of malignant neoplasms [12] and many 
others. Therefore, the efforts of researchers have been 
focused on controlling and tuning the spectral properties of 
nanoantennas by modifying their geometry and sizes [13-18]. 

Antennas, that localize the field in the gap between two 
metallic nanoparticles, are called dimer antennas. They can 
usually be categorized into dipole antennas and “bow-tie” 
type antennas [19]. Dipole antennas are the most common 
radio antennas, so they have found their analogs in optics as 
well. It is known that the field near metallic structures can be 
enhanced due to plasmonic resonances and the scattering on 
an object with large surface curvature, in dipole antennas the 
enhancement occurs also in the gap between two 
nanoparticles. Such antennas can be used for the wide range 
of applications, such as directing of energy into 
subwavelength optoelectronic devices, and for fluorescence 
or Raman scattering enhancement [20, 21]. 

Let us point out that the question connected with the 
enhancement of the fields in the neighborhood of individual 
nanoparticles of different morphology was studied in the 
works [22-24]. At the same time, the study of the 
enhancement of the fields and excitation of optical 
resonances in dimeric structures has not been practically 
carried out. Hence, the problem connected with the study of 
the frequency dependencies for the enhancement of the fields 
in the gap between two spherical nanoparticles and with the 
influence of the sizes and material of the particles and the 
properties of surrounding dielectric on the enhancement is 
the actual problem. 
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II. BASIC RELATIONS 

Let us consider the question connected with the 
enhancement of the local electric fields in the gap between 
two spherical metallic nanoparticles with the radius R , 
located in the medium with the dielectric permittivity mє  at 

the distance d  from each other (Figure. 1). Such system is 
dipole nanoantenna.  

 

 

Fig. 1. Dipole nanoantenna of two spherical metallic nanoparticles in 

medium with the permittivity mє . 

According to the definition, the enhancement of the field 
is equal to 

 max

0

=
E

G
E

, (1) 

where maxE  is the maximum field, generated by the 

nanoparticles; 0E  is the incident field amplitude. 

Using the general expression for the fields under the 
presence of plasmonic nanoparticles and taking into account 
only the resonant term, we obtain [25] 
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where 
L

є , 
L

e  are the eigenvalue of the dielectric permittivity 

and eigenfunction of the electric field of resonant plasmon, 
and integration is performed over the volume of both 
nanoparticles; ( )є ω  is the dielectric function of material of 

the nanoparticles. 

It is known that the longitudinal mode ( 1L = ) makes the 
dominant contribution into the local field. In this case the 
expression for the field enhancement has the form 
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Let us assume that Drude model is valid for the dielectric 
function. According to this model 
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where є∞  is the contribution of ion core into the dielectric 
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r is the average 

distance between electrons), 0є  is the vacuum electric 

constant, and *m  is the effective mass of electrons. 

An effective relaxation rate effγ  is determined by the 

relation 

 eff bulk s radγ = γ + γ + γ . (5) 

In formula (5) bulk constγ =  is the bulk relaxation rate, 

and the surface relaxation rate and radiation attenuation rate 
are determined by the relations 

 ( ) F
s ,

v
R

R
γ = ωA ; (6) 

 ( )
( )

( )

32
F m

rad

m m

1 22
,

27 2

pєv R

cє
R

є є
∞

ω+  
γ = ω  

 +
A , (7) 

where Fv  is the Fermi velocity, and the effective parameter, 

which describes the degree of coherence loss under the 
electron scattering on the surface, has the form 
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F 2
s

v Rν =  is the frequency of individual oscillations of 

electrons. 

Taking into account 
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we obtain the final expression for the fields enhancement in 
the gap between the nanoparticles from (3) 
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Let us point out that ( )ωG  reaches its maximum 

 max

2
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d є
=G  (12) 

under the condition 

 1 m2 0є є
R

d
+ = , (13) 

hence, at the absence of the attenuation ( eff 0γ → ), one can 

obtain the expression for the resonant frequency in non-
dissipative approximation 
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In the case when the attenuation cannot be neglected, 
substituting (9) into (13), we obtain 
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Taking into account the relations (6) –– (8), we obtain 
from (15)  
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where taking into account the smallness, compared to one, of 
the oscillating addends in square brackets of the formula (8) 
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As the third and the fourth addends in the equation (16) 
are small compared to the first two addends, we will solve it 
using the method of the successive approximations 
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Substituting (18) into (16), we obtain 
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or finally for the frequency of the optical resonance 
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Hereafter we will use the relations (11) and (21) taking 
into account (5) –– (10), (17) and (19) in order to obtain the 
numerical results. 

III. THE RESULTS OF THE CALCULATIONS AND THEIR 

DISCUSSION 

The calculations have been performed for dipole 
antennas, which consist of the nanoparticles of different 
metals with the different radiuses with the different distances 
between them in different mediums. The parameters of 
materials are given in Tables 1 and 2. 

TABLE I.  PARAMETERS OF METALS (SEE, FOR EXAMPLE, [26,27] AND 
THE REFERENCES IN IT) 

Value 
Metals 

Al Cu Au Ag Pt Pd 

0/sr a  2.07 2.11 3.01 3.02 3.27 4.00 

* /
e

m m  1.06 1.49 0.99 0.96 0.54 0.37 

є∞  0.7 12.03 9.84 3.7 4.42 2.52 

14 1
bulk , 10 s−γ  1.25 0.37 0.35 0.25 1.05 1.39 

 

TABLE II.  DIELECTRIC PERMITTIVITIES OF MATRICES (SEE, FOR 
EXAMPLE, [28] AND THE REFERENCES IN IT) 

Value 
Matrices 

Air 2CaF  Teflon 2 3Al O  2TiO  60C  

mє  1.0 1.54 2.3 3.13 4.0 6.0 

 

Figure 2 shows the curves of the frequency dependencies 
for the enhancement in the gap between the particles of the 
fixed radius under the different distances between them 
(figure 2, a) and the particles of the different radiuses under 
the same distance (figure. 2, b). The results of the 
calculations show the presence of “red” shift maxG  under the 

decrease in gap between the particles and under the increase 
in radius of the particles with the constant distance between 
them. It should also be pointed out that “red” shift is 
accompanied by the increase in value of the field 
enhancement maximums, and the small-amplitude 
oscillations, caused by kinetic effects, are present in the 
infrared region ( 1 eVω <h ). In turn, in the case of the gap 

10 nmd =  the enhancement for the particles with 

40 nmR =  is maximum. 

Figure 3, a shows the results of the calculations ( )ωG  

for dipole antennas which consist of the particles of different 
metals. The indicated curves are similar to each other, but 
shifted in spectrum with respect to each other, because the 
values resω  are significantly different for different metals. In 

this case, the field enhancement will be maximum in the gap 
between silver nanoparticles. It should also be pointed out 
that the properties of dielectric, in which the dimer antenna is 
located, also strongly influence the position and amplitude of 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

323 
 

the enhancement maxima. Thus, the decrease in permittivity 

mє  results in “blue” shift of the enhancement maximums 

with the simultaneous increase in their value (Figure 3, b). 

 

Fig. 2. The frequency dependence of the fields enhancement for the 
particles Au with the fixed radius under the different distances between 
them (a) and the particles with the different radius under the same distance 
(b) 

 

Fig. 3. The frequency dependence of the field enhancement for the 
particles of different metals in teflon (a) and particles Au in different 
dielectric mediums (b) at 40 nmR = , 10 nmd = . 

Figure 4 shows the curves of the size dependence for the 
frequency of the optical resonance in the gap between two 

nanoparticles Au under the different distance between them. 
Let us point out that the curves ( )res Rω  are qualitatively 

similar in the case of different d , and the resonant frequency 
decreases with the increase in size of the particles. The 
quantitative difference is that the resonant frequency for any 
radius of the particle will be greater for the greater distance 
between them. 

 

Fig. 4. The size dependence for the frequency of the optical resonanse in 
the gap between two nanoparticles Au with 40 nmR =  under the different 

distance between them. 

CONCLUSIONS 

The relations for the frequency dependence of the fields 
enhancement in the gap between two spherical metallic 
nanoparticles and the relations for the size dependence of the 
frequency of the optical resonance have been obtained. 

It has been demonstrated that the decrease in gap 
between the nanoparticles of the constant radius and the 
increase in radius of the nanoparticles under the constant 
distance between them result in the “red” shift of the fields 
enhancement maximum. At the same time, the value of the 
enhancement maximum increases with the decrease in 
distance between the particles, and the field enhancement for 
the nanoparticles with ~ 40 nmR is maximum in the case of 

the constant value of the gap. 

It has been shown that if the system consists of the 
particles Au, Ag, Cu, then the enhancement maximums are 
reached in the optical frequency range, whereas in the case of 
the nanoparticles Pd, Pt Al are in the ultraviolet range, which 
is due to the significant differences between the optical 
parameters of these materials. Moreover, the enhancement is 
maximum in the case of dipole antenna which consists of 
two nanoparticles Au. 

It has been established that the influence of the properties 
of the environment, surrounding the antenna, is reduced to 
the increase in amplitude of the enhancement maximums and 
in their “blue” shift under the decrease in value of dielectric 
permittivity. 

The results of the calculations of the resonant frequencies 
indicate their decrease under the increase in radius of the 
nanoparticles which form the dimmer antenna. 

The possibility of controlling the spectral position of the 
enhancement maximum by selecting the gap between the 
particles, the size and material of the nanoparticles and the 
materials of the dielectric medium, surrounding the antenna, 
has been demonstrated. 
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Abstract — The structure, thermophysical and electrical 

properties of polymer composite systems based on polyethylene 

glycol and clay nanoparticles were studied using the methods of 

X-ray structural analysis, differential scanning calorimetry and 

impedance spectroscopy. From the analysis of X-ray scattering 

data, it was found that the optimal degree of delamination of 

montmorillonite, which corresponds to the maximum interlayer 

distance, occurs in 3-5 minutes. A further increase in the mixing 

time has no significant effect on the structural characteristics of 

the composite. On the basis of calorimetric and 

impedancemetric studies, it is shown that the melting and glass 

transition temperatures, as well as the crystallinity and 

electrical conductivity, reach critical values at 3 min of 

treatment, after which they remain unchanged. It was 

established that the time of extruder mixing is optimal. At the 

same time, the maximum intercalation takes place, which leads 

to an impact on the final functional characteristics of the 

polymer-nanoclay system. 

Keywords — nanoclay, polymer composites, interlayer 

distance, thermophysical properties, crystallinity, electrical 

conductivity. 

I. INTRODUCTION 

Polymer nanocomposites are one of the most promising 
materials at the current stage of science and technology 
development. The growth of the fields of application of 
polymer nanocomposites is due to their unique physical and 
chemical properties [1]. Due to the combination of organic 
and inorganic components, these materials are characterized 
by increased strength, wear resistance, elasticity, etc. The 
combination of various fillers with a wide range of polymer 
matrices makes it possible to obtain materials with the 
necessary properties for high-tech areas such as energy, 
nanoelectronics, medicine, etc. [1-3]. Among the wide variety 
of fillers used to create polymer nanocomposites, nanoclays 
(montmorillonite, laponite, bentonite) deserve special 
attention due to their low cost, high strength and stability, 
efficiency when even a small amount is introduced [4]. In 
addition to other fields of application, materials based on 
polymer and nanoclay are promising for the creation of 
various electronic devices, sensors [5], polymer electrolytes 
[6] and coatings with high dielectric constant [7].  

In modern scientific literature, much attention is paid to 
the composition and concentrations of components of polymer 
nanocomposites containing nanoclays. Also, it was 
established that the preparation conditions significantly affect 
the final properties of polymer-organoclay systems [8, 9]. 

The final properties of polymer nanocomposites depend 
significantly on the degree of stratification of the layered filler. 
However, obtaining a material with a high degree of 
intercalation or exfoliation is a very difficult task, because the 
energy that will hold the organoclay plates in the tactoid 
(pack) is very high [10]. To exfoliate or intercalate nanoclay 
tactoids, methods of ultrasonic dispersion or extruding are 
usually used. Mixing systems of the polymer-organoclay type 
using these methods leads to partial delamination of nanoclay 
plates [11]. For the intercalation of a polymer macromolecule 
in the interlayer space of a layered organoclay, it is necessary 
to apply a certain amount of energy, that is, to conduct mixing 
for a certain time. This energy depends on the type of polymer, 
its physical and chemical properties, as well as the type and 
properties of the nanoclay itself. For example, the effect of 
ultrasonic dispersion time on the structure and properties of 
polymer nanocomposites containing organoclay was 
investigated [12, 13]. It was established that the highest 
structural and thermophysical characteristics were observed 
after 10 minutes of ultrasonic treatment. Delva et al. [14] 
studied the effect of mixing energy on the properties of 
polymer nanocomposites based on polypropylene and 
montmorillonite by repeated extrusion. It is shown that the 
largest value of the interlayer distance of organoclay was 
observed at 12 cycles of extrusion, while the maximum of the 
modulus of elasticity was found at 7 cycles. The nature and 
content of nanoclay also influence on structure and functional 
properties of polymer nanocomposites based on polyethylene 
oxide [15]. It is established that in systems filled with 
montmorillonite, partial intercalation processes take place, 
while in systems filled by laponite complete exfoliation is 
observed. From the data of X-ray diffraction analysis it can be 
seen that the introduction of organoclay leads to 
amorphization of the system and promotes the formation of 
large crystallites.  
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However, the number of such studies is limited, and this 
problem of establishing optimal conditions for the preparation 
of polymer-organoclay nanocomposites is urgent and requires 
more in-depth research. Therefore, the purpose of this work 
was to study the influence of preparation time on the 
structural, thermophysical and electrical characteristics of 
polymer nanocomposites using the polyethylene oxide-
nanoclay system as an example. 

II. EXPERIMENTAL PART 

A. Materials 

Polyethylene oxide (PEO 1000), HO[-CH2-CH2-O-]nH  
(n ≈ 22) molecular weight Mw = 1000, produced by the Aldrich 
company, was chosen as the polymer matrix. At T = 20 oС, 
PEO-1000 is a solid substance with a density of ρ = 1070 
kg/m3. Melting point Tm ≈ 34-35 oС. 

As nanoclay (NC) filler montmorillonite from the Pizhev 
deposit was previously purified. Organomodified 
montmorillonite was obtained by treating the Na form of 
minerals with hexadecyltrimethylammonium bromide 
(manufactured by Merck) at a temperature of 75 oC for 24 
hours. 

B. Preparation 

Before use, PEO was dehydrated by heating in a vacuum 
for 4 hours at 80-100 oC at a residual pressure of 300 Pa. The 
filler content in the polymer composite was 5 wt. %. (further 
%). 

Polymer composite materials were produced by the 
method of extrusion (mechanical grinding in a melt) using a 
piston extruder followed by cooling according to room 
temperature. The main advantage of piston extruders over 
screw extruders is the ability to vary the time of mixing filler 
particles with a molten polymer matrix, after which the test 
sample can be formed in the form of either a plate or a thread. 
The manufacturing technology of the studied materials is 
given below [16]. The mixing time varied from 2 to 10 min. 

C. Methods 

The structure of composite at a small spatial scale was 
investigated using wide angle X-ray scattering (WAXS) 
instrument XRD-7000 (Shimadzu, Japan) with Cu Kα source 
of emission at a wavelength λ = 0.154 nm.   

Thermophysical studies were performed in a dry 
atmosphere in the temperature range from -100 oC to 100 oC 
at a heating rate of 10 oC/min by DSC on the device DSC-60 
Plus (Shimadzu, Japan). The midpoint method was used to 
determine the glass transition temperature, and the extremum 
point of the corresponding peak was chosen as the melting 
temperature.  

Electrical conductivity of composite materials was studied 
using immitancemeter E7-20 in the frequency range 2.5∙101-
1∙106 Hz. A direct current conductivity was determined as 
value, when conductivity is frequency independent. Stainless 
steel electrodes were used for the research, the constant gap 
between the electrodes was 100 μm. 

III. RESULTS AND DISCUSSION 

To study the influence of preparation time on the 
formation and final properties of polymer composites based 

on polyethylene glycol and NC, structural features, 
thermophysical and electrical characteristics were studied. 

A. Structural Features of the PEO-NC System 

The effect of the filler on the structure of the polymer 
matrix in the range of sizes up to 4 nm was studied using 
WAXS method. 

 
Fig. 1. Diffractograms of wide-angle X-ray scattering for polymer 
composites based on PEO and NC, produced by extrusion during: 1 – 2 
min; 2 – 3 min; 3 – 5 min; 4 – 10 min. 

Fig. 1 presents the WAXS data for PEO-NC composites 
(filler content was 5%) produced with different extrusion 
times. It is observed that the extrusion time significantly 
affects the structural properties of the composite. The graphs 
(Fig. 1) show a series of maxima. Peaks in the 5o region 
correspond to the presence of an ordered structure of NC [17]. 
From the parameters of this peak, it is possible to determine 
the interplane distance of NC. The interlayer distance of 
montmorillonite is the distance between two adjacent plates in 
the tactoid depends on the method of mixing the composite 
and the presence of organic modifiers [18]. The interplayer 
distance of montmorillonite (d) was determined using the 
Bragg equation [19]: 

2 sindλ θ= ,                             (1) 

where λ is the wavelength of characteristic X-ray radiation 
 (λ = 1.54 Å), which was used in the study; θ is half the 
diffraction angle. 

Fig. 3 presents dependence of the interlayer distance of NC 
on the extrusion time. The figure shows that the value of the 
interlayer distance of montmorillonite varies from 1.74 nm to 
1.82 nm. The value of the interlayer distance is close to 
unintroduced montmorillonite 1.6-1.7 nm [18]. This fact 
indicates the insufficiency of the energy provided to the 
system to exfoliate the NC tactoids, so the polymer chains 
cannot fully intercalate in the interlayer space of the nanoclay. 
When the mixing time increases from 3 to 5 min, there is a 
sharp jump in the parameter d, which increases to a value of 
1.82 nm. With this duration of processing, the system receives 
enough energy to partially destroy the montmorillonite 
tactoids, which leads to intercalation of the polymer in the 
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interlayer space of the nanoclay. A further increase in the 
extrusion time does not lead to an increase in the interlayer 
distance. This indicates a certain energy saturation of the 
system, while the increase in energy absorbed by the polymer 
composite does not lead to the destruction of tactoids, but 
probably leads to the destruction of the polymer matrix. 

 
Fig. 2. Dependence of the structural characteristics of the polymer matrix 
(degree of crystallinity) and filler (interlayer distance) on the extrusion time 
for the investigated systems. 

The most intense maxima observed in fig. 1 in the region 
of 20-30 degrees indicate the crystalline structure of the 
polymer component of the studied systems. If a crystalline 
phase is present in a polymer-containing system, its relative 
degree of crystallinity can be estimated. The determination of 
the relative degree of crystallinity (χcr) was carried out 
according to the method of Matthews [20], which is based on 
the comparison of the areas of the diffraction maxima 
characterizing the crystalline structure of the amorphous-
crystalline polymer, (Qcr), with the total area of the diffraction 
curve in the selected information angular interval (2θ1–2θ2): 

100 %
( )

cr
cr

cr am

Q

Q Q
χ = ⋅

+
.                            (2) 

Fig. 2 also presents the dependence of the relative degree 
of crystallinity of the polymer matrix on the extrusion time for 
PEO-NC systems. It is observed that the degree of crystallinity 
sharply decreases in the interval of processing times from 3 to 
5 min, after which it almost does not change. This behavior 
correlates with the behavior of the structural characteristics of 
NC and is explained by the processes of intercalation of PEO 
macromolecules in the interlayer distance of montmorillonite. 
When the dispersion time increases to 5 min, the intercalation 
processes increase the surface of NC, which is able to contact 
with PEO. Due to these steric hindrances, polymer 
macromolecules cannot form crystalline structures upon 
cooling from the melt during the formation of the composite. 
Thus, the degree of crystallinity of the system decreases. 

B. Thermophysical Characteristics of the PEO-NC System. 

The processes of intercalation of PEO macromolecules in 
the interlayer simple NC significantly affect the functional 
characteristics of polymer composites, in particular, the 
thermophysical properties. Fig. 3 presents differential 
scanning calorimetry data for PEO-based polymer 
nanocomposites in the temperature range from –100 to 100 oC. 

For all composites, two temperature transitions are 
observed on the DSC curves: glass and melting transitions. 
The glass process takes place in the temperature range of –81 
to –76 oC. Intense maxima in the temperature range from 15 
to 50 oC indicate the melting of the crystalline phase of PEO.  

 

 
Fig. 3. DSC curves for polymer nanocomposites based on PEO and NC, 
produced by extrusion during: 1 – 0 min; 2 – 2 min; 3 – 3 min; 4 – 5 min;  
5 – 10 min. 

Different conditions for the preparation of systems of the 
polymer-organoclay type significantly affect the 
characteristics of temperature transitions of nanocomposite 
systems [18]. Fig. 4 shows the dependence of the glass 
transition temperature (Tg) on the extrusion time for the 
investigated systems. 

 
Fig. 4. Dependence of the glass transition and melting temperatures as 
well as degree of crystallinity on mixing time for polymer nanocomposites 
based on PEO and NC. 

The glass transition temperature decreases with an 
increase in the processing time with the help of an extruder 
(Fig. 4). It reaches a minimum at the time of 3 minutes, after 
which it almost does not change. Therefore, the processes of 
intercalation and growth of the total surface area of the filler 
in the polymer composite significantly affect the cooperative 
movement of PEO macromolecules. This movement 
becomes more difficult with increasing processing time due 
to the steric hindrances that the filler particles create for the 
macromolecules of the polymer matrix. It is due to these 
effects that the glass transition temperature decreases. 
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In addition to glass process, the conditions of preparation 
of polymer composites filled with organoclay significantly 
affect melting processes. The shape of the maxima on Fig. 3, 
which correspond to the melting of the polymer matrix, 
changes significantly with an increase in the processing time 
of the system using an extruder. Already after 2 min of 
mixing, an additional peak appears on the graphs after the 
main maximum, the intensity of which increases with 
increasing processing time. The nature of the additional 
maximum is probably related to the segregation of a separate 
crystalline phase. In our opinion, this phase is formed from 
the polymer-filler boundary layer, due to which crystalline 
formations are formed, the melting of which requires more 
energy. 

Fig. 4 also presents the dependence of the melting 
temperature (Tm) of the PEO crystalline phase on the 
extrusion time. It is observed that with mechanical mixing 
without extrusion, the melting temperature of the system is 
almost equal to the Tm of pure PEO. This behavior of Tm 
indicates the absence of influence of non-intercalated MMT 
on the melting processes of the polymer matrix. As the 
mixing time increases, the melting point drops sharply, which 
correlates with a decrease in the glass transition temperature. 
When processed for 2 minutes, the melting point decreased 
by 13 oC. 

From the thermophysical data, the degree of crystallinity 
of composites based on PEO was calculated using equation 
(3): 

,

m

c

m c

H

H
χ

∆
=

∆
 ,                                  (3) 

where 
m

H∆  is measured enthalpy of melting, ,m cH∆  is 

melting enthalpy of 100 % crystalline polymer (for PEO, = 
165.5 J/g). 

Fig. 4 shows the dependence of the degree of crystallinity 
on the extrusion time. It is observed that the degree of 
crystallinity depends on the time of polymer composites 
mixing. It should be noted that the behavior of the degree of 
crystallinity determined from DSC data is similar to the 
behavior of the degree of crystallinity obtained from the 
results of X-ray structural analysis. Also, this behavior is 
fully correlated with the behavior of the melting and glass 
transition temperatures and is explained by the processes of 
intercalation of polymer macromolecules into the interlayer 
space of NC. 

C. Electrical Characteristics of the PEO-NC System. 

The structural organization of nanoclay in the polymer 
matrix significantly affects the electrical properties of the 
system. Fig. 5a shows the frequency dependences of electrical 
conductivity for polymer composites with different 
preparation times. Frequency dependences for unfilled PEO 
and composites based on it are non-linear. They have a plateau 
when electrical conductivity does not depend on frequency 
and a sharp rise in the high-frequency region. This behavior of 
dependencies is typical for most polymers [21-23]. Values of 
electrical conductivity that frequency independent (plateau 
region) correspond to electrical conductivity at direct current.  

 

 

 
Fig. 5. Frequency dependences of electrical conductivity (a) and 
dependence of electrical conductivity on preparation time (b) for polymer 
composites based on PEO and NC, produced by extrusion during: 1 – 0 min; 
2 – 2 min; 3 – 3 min; 4 – 5 min; 5 – 10 min. 

Fig. 5b shows the dependence of electrical conductivity at 
direct current on the preparation time. Electrical conductivity 
in fig. 5b behaves non-linearly. It first increases, reaching a 
maximum after 2-3 minutes of processing, and then almost 
does not change. Similar extreme behavior was observed for 
thermophysical characteristics. It is explained by intercalation 
processes, which reach their maximum at 3 min of mixing. 

CONCLUSIONS 

The paper investigates the effect of mixing time using a 
composite extruder based on PEO-1000 and organomodified 
nanoclay on its structural, thermophysical and electrical 
characteristics. It was found that the mixing time significantly 
affects both the structural and functional characteristics of the 
studied systems. According to the results of the analysis of X-
ray scattering data, it was established that the interlayer 
distance of NC increases with increasing processing time and 
reaches its maximum value at 3-5 minutes of mixing. At the 
same time, the maximum intercalation of PEO 
macromolecules in the interlayer space of NC takes place. 
That is why extreme values of structural (degree of 
crystallinity), thermophysical (melting and glass transition 
temperatures) and electrical (direct current electrical 
conductivity) characteristics of the investigated composites 
are observed at this value of extrusion time. With intercalation 
and partial delamination of NC, its surface area, which is able 
to interact with PEO macromolecules, increases. The 
developed surface of the nanofiller blocks the processes of 
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free movement of macromolecules and creates obstacles for 
their stacking in crystal structures. Due to this process, the 
degree of crystallinity of the investigated composites 
significantly decreases with increasing processing time. 

Therefore, the mixing time of the components of the 
polymer composite using an extruder equal to 3 minutes is 
optimal. At the same time, the mechanical energy absorbed by 
the system is sufficient for the maximum delamination of NC 
tactoids. A further increase in the processing time does not 
lead to an improvement in the structural and functional 
characteristics of the studied systems. 
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Abstract — This study investigates porous gallium arsenide's 

structural and morphological properties. Based on EDX 

analysis data, it is established that Ga and As dominate the 

material composition, indicating its consistency with gallium 

arsenide, while there is a limited presence of oxygen. SEM 

analysis revealed a uniform distribution of pores on the surface, 

forming intricate tracks and chains. Although por-GaAs possess 

a porous structure, their crystalline properties, as demonstrated 

through XRD-spectroscopy, remain preserved and are similar 

to monocrystalline GaAs. The spectroscopic analysis detected 

vibrational processes characteristic of GaAs and features 

associated with the porosity and structure of por-GaAs.  

Keywords — Gallium arsenide, por-GaAs, electrochemical 

etching, morphology, Raman investigation, XRD-spectroscopy  

I. INTRODUCTION 

Modern technologies' continuous development and 
evolution demand the creation of new and improved materials. 
Nanostructured materials, in particular, have garnered 
significant interest as they offer superior characteristics to 
traditional materials. Such materials pave the way for 
developing new devices, instruments, and systems. However, 
to attain the optimal characteristics of these materials, a deep 
understanding of their structure and properties at the micro 
and nano levels is essential. 

Gallium compounds hold a special significance in 
nanostructured materials due to their high potential in 
electronics and optoelectronics [6-9]. Due to their superior 
electron mobility, which surpasses silicon by a factor of five, 
GaAs has long been recognized as a promising material for 
developing advanced electronic and optoelectronic devices 
[10]. However, the characteristics of GaAs are complicated by 
surface phenomena and defects, leading to high surface 
recombination rates [12, 13]. In this regard, research efforts 
are directed towards finding optimal processing and 
passivation methods for the GaAs surface to enhance its 
properties and extend its longevity [14, 15]. 

Recently, porous GaAs have established its footing in 
scientific research due to its unique properties, positioning it 
as an alternative to traditional GaAs in applications where 
photonic and optoelectronic attributes are crucial [16, 17]. The 
structural features of porous GaAs open new avenues for 
controlling electron and phonon interactions within the 

material [18, 19]. Additionally, porous layers are a reliable 
buffer layer for heterostructure creation [20]. They act as a 
"soft" substrate, alleviating excess stress that may arise 
between the template and the grown structure due to lattice 
mismatch [21, 22]. In this regard, maintaining the crystallinity 
of the porous layer is essential, which poses a significant 
technological challenge, as pore formation on the monocrystal 
surface can distort its lattice. 

This paper presents a straightforward synthesis method for 
porous GaAs layer on mono-GaAs’ surface and delves into its 
morphological, chemical, structural, and phononic 
characteristics. 

II. EXPERIMENT 

A. Sample preparation  

Monocrystalline samples of gallium arsenide, grown by 
the Czochralski method, were used in the experiment. We 
used cubic n-type mono-GaAs, doped with Sb to a charge 
carrier concentration of 2.3x10¹⁸ cm⁻³. The samples' 
orientation was set in the (111) direction. 

Sample preparation involved chemical etching in a 
hydrochloric acid solution to achieve a smooth surface and 
remove the oxide layer. The next step was cleaning the 
samples with vinegar and ethyl alcohol. It is essential to note 
that the chemical etching was performed before the 
experiment to prevent the potential re-oxidation of the 
semiconductor material. 

B. Experimental methodology  

Porous gallium arsenide (por-GaAs) was formed on mono-
GaAs’ surface using an anodic electrochemical etching 
technique. A standard three-electrode electrochemical cell 
was employed. The system consisted of a working electrode 
made of monocrystalline gallium arsenide, a reference 
electrode, and a platinum counter electrode. Electrochemical 
etching was performed in an electrolyte prepared using 
hydrochloric acid (HCl) and nitric acid (HNO3) in distilled 
water. The solvent concentration in the electrolyte was chosen 
in the following ratio: 2 M for HCl and 1.5 M for HNO3. 

The experiment was conducted in a potentiostatic mode. 
Samples were etched in the electrolyte solution for 5 minutes. 
Observations during the etching process for current density 
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showed a maximum value of j=200 mA/cm on the 4th minute 
of etching. After this, the current began to decrease gradually, 
indicating the completion of the active pore formation process. 
Etching was stopped, and samples were removed from the 
electrolyte solution, rinsed in hydrogen peroxide, and dried in 
a stream of atomic nitrogen to stabilize surface properties. 

Thus, the simplest version of electrochemical etching was 
used. The peculiarity of the process was only the use of 
specific electrolyte composition and fairly aggressive short-
term etching conditions. The hypothesis was to obtain a 
densely packed porous layer with crystallographically 
oriented pores to preserve the crystalline characteristics of 
bulk-GaAs. It was anticipated that using an accurate 
potentiostatic mode and optimized dissolution conditions 
would allow obtaining a structured gallium arsenide surface 
with high homogeneity and controlled porosity. 

C. Sample Characterization  

Scanning electron microscopy was used on an SEM device 
for surface morphology studies. Additionally, for elemental 
composition analysis, energy-dispersive X-ray spectroscopy 
(EDX) was used. 

Raman spectroscopy of samples was conducted using a 
RENISHAW inVia Reflex microscope. Samples were 
irradiated with a 532 nm wavelength laser using a 2400 nm 
grating. Spectra were recorded in the range of 100-1000 cm-1. 
Each measurement lasted 10 seconds, and five accumulations 
were carried out for each sample to ensure the highest data 
accuracy. 

Analysis of the sample structure using X-ray 
diffractometry was conducted on the XRD Drone-3M device. 
Measurements were made in the range of 2θ angles from 10° 
to 80° with a step of 0.01 degrees, allowing detailed 
information about the material’s crystalline structure to be 
obtained. 

III. RESULTS 

A. EDX Analysis of Porous Gallium Arsenide  

EDX (Energy Dispersive X-ray Spectroscopy) analysis 
was conducted to characterize the elemental composition of 
porous gallium arsenide. The results of the analysis are 
presented in the form of an EDX spectrum (Figure 1) and EDX 
mapping (Figure 2). 

 

Fig. 1. EDX spectrum of porous gallium arsenide.  

 

Fig. 2. EDX mapping of porous gallium arsenide.  

Peaks corresponding to Ga, As, and O are observed in the 
EDX spectrum (Figure 1), reflecting the primary structure of 
porous gallium arsenide. The mass and atomic percentages of 
these elements are provided in Table 1. 

TABLE I.  MASS AND ATOMIC PERCENTAGES OF ELEMENTS O, Ga, 
AND As IN POROUS GALLIUM ARSENIDE (POR-GaAs)  

BASED ON THE EDX ANALYSIS 

Element 
Сompound 

At. % Wt. % 

O-K 2.13 0.48 

Ga-L 42.41 41.38 

As-L 55.46 58.14 

Based on the spectroscopy data, Ga and As constitute most 
of the material, aligning with the gallium arsenide structure. 
Oxygen is present in considerably smaller amounts, indicating 
limited oxidation of the surface of porous GaAs following the 
etching process. 

EDX mapping (Figure 2) illustrates the distribution of 
these elements on the por-GaAs surface. The mapping data 
reveal that Ga and As completely cover the surface, forming a 
homogeneous structure. Oxygen, conversely, is present in the 
form of dispersed inclusions throughout the surface, attesting 
to its limited presence. 

According to the EDX analysis data, the atomic 
percentage ratio of Ga to As is approximately 1:1.31. This 
deviates slightly from the stoichiometric ratio of 1:1 that is 
expected for monocrystalline GaAs. This discrepancy can be 
attributed to several factors. Firstly, there might be a depletion 
of Ga atoms in porous GaAs during the electrochemical 
etching process. Secondly, there may be oxidation of Ga on 
the por-GaAs surface, leading to the formation of a small 
amount of Ga-O. 

Despite these deviations, the Ga to As ratio remains close 
to the balance for monocrystalline GaAs, indicating the 
effectiveness of the etching process. 

B. SEM Analysis 

Figure 3 displays the SEM image of the porous GaAs 
surface. The pores exhibit the “111” crystallographic 
orientation. However, unlike traditional “Crysto pores,” 
where pores intersect at certain angles, in this instance, the 
pores predominantly have a parallel orientation to each other. 
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Fig. 3. - SEM image of por-GaAs surface.  

The pores form channels, tracks, and chains, which 
occasionally intersect with each other. Oxidation islands are 
not observed on the por-GaAs surface, even though EDX 
analysis data revealed the presence of trace amounts of 
oxygen. This may suggest exceptionally localized oxidation. 

Inter-pore spaces construct a bead-like structure. The 
pores evenly cover the surface, forming an intricate 
macromorphological landscape. The formed tracks range 
from 1 to 3 µm, although ultra-long tracks exceeding 5 µm are 
also observed. They primarily have a cross-sectional size 
ranging from 100 to 200 nm, with aspect ratios ranging from 
20 to 50. Each track exhibits an uneven structure along its 
length, creating a “bead” effect. 

Figure 4 provides a cross-sectional view of the formed 
porous structure. The thickness of the porous layer 
demonstrates heterogeneity. The thickness of the porous layer 
reaches a maximum value of 35 µm, whereas the minimum 
value is around 20 µm. The pores don't exhibit a distinct 
growth direction into the crystal's thickness. 

C. XRD Analysis 

XRD spectra of por-GaAs and the theoretically calculated 
pattern for mono-GaAs (sourced from Crystallography Open 
Database, COD ID 9008845) are displayed in Figure 5. 
Intense peaks are observed at 2θ = 27.3, 31.6, 53.73, 66.0°, 
corresponding to reflections from planes (111), (220), (311), 
and (400), respectively. The spectrum for por-GaAs exhibits 
an excellent match with its monocrystalline counterpart, 
concluding that no lattice reconstruction occurred. A 
comparison of the main parameters of the crystalline structure 
of por-GaAs and mono-GaAs is presented in Table 2. 

 

Fig. 4. - Cross-sectional view of porous-GaAs.  

 

Fig. 5. - Cross-sectional view of porous-GaAs.  

TABLE II.  STRUCTURAL PARAMETERS OF POR-GaAs 
(EXPERIMENTAL) AND MONO-GaAs (THEORETICAL) 

Parameter 
Value 

por-GaAs mono-GaAs 

Crystal system Cubic Cubic 

Lattice type F F 

Space group name     F-43m Fm-3m 

Lattice parameters a= 5.654 Å a= 5.654 Å 

Unit-cell volume 180.73 Å3 180.72Å3 

The peaks are sufficiently narrow and sharp, indicating a 
well-crystallized structure and the absence of additional 
phases. The peak at 2θ = 31.6° exhibits a barely noticeable 
shift to the right, which could be a manifestation of quantum 
size effects. Additionally, a considerable increase in the peak 
intensity at 2θ = 66.0° is observed compared to the theoretical 
value of the monocrystalline counterpart. This could be 
attributed to increased crystal orientation along the (400) 
plane due to the pore formation process. 

Overall, the examination of the XRD spectra indicates that 
despite substantial macroscopic restructuring resulting in a 
porous structure, the atomic-level structure of gallium 
arsenide remains stable and monocrystalline. This emphasizes 
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the high stability of the GaAs crystal lattice and suggests the 
potential of using por-GaAs/mono-GaAs as a material with 
novel properties based on the combination of monocrystalline 
and porous morphology. 

To determine the average crystallite size, the Scherrer 
equation was applied: 

 
cos

K
D

λ

β θ
= , (1) 

where: D is the average crystallite size; K represents the 
crystallite shape factor; λ is the wavelength of the CuKα1 X-
ray radiation (1.540598 Å); B is the full width at half 
maximum (FWHM) in radians; θ is the diffraction angle 
(within Bragg's limits). 

The shape factor K for the crystallite was taken as K = 0.89 
due to the cubic crystalline symmetry [23]. The calculation 
was carried out for the most intense peak, corresponding to 
reflection from the (111) plane. The calculation of the average 
crystallite size yielded a value of D = 60.49 nm. 

D. Raman Analysis 

Figure 6 displays the first-order combination scattering 
spectrum, recorded at room temperature under non-resonant 
conditions for synthesized porous GaAs. The spectrum 
predominantly showcases two intense peaks situated around 
266 and 287 cm−1. These modes display minor rightward 
shifts compared to bulk-GaAs frequencies (269 and 292 cm−1 
for TO and LO, respectively [24, 25]). Rightward shifts in 
frequencies for porous GaAs (compared to bulk GaAs) might 
be attributed to structural peculiarities of the porous material 
and additional surface defects influencing phonon properties. 
The strong mode at 266 cm−1 reflects the dominant vibrational 
processes of atoms in the GaAs lattice. The peak at 287 cm−1 
of medium intensity may correspond to vibrations typical for 
bulk GaAs. Its presence confirms that the primary material 
properties are retained despite the porous structure. 

 

Fig. 6. - Raman spectrum por-GaAs.  

 The peak observed at 168 cm−1 can be attributed to As–As 
vibrations or might be influenced by interactions between Ga 
and As atoms [26]. The weak intensity of the peak at 111 cm−1 
indicates low-energy vibrational processes. In theoretical 
studies of bulk GaAs, this mode is rarely encountered, 
suggesting its presence might indicate the peculiarities of the 
porous structure or defects in the lattice. 

IV. DISCUSSION  

Based on our observations, our electrochemical etching 
method, with specifically tailored conditions and electrolyte 
composition, is effective for producing porous gallium 
arsenide with high uniformity and controllable porosity. 

These findings validate our hypothesis about the 
feasibility of producing a densely packed porous layer with 
crystallographically oriented pores that retain the crystalline 
properties of bulk GaAs. Consequently, our experimental 
results unveil vast opportunities for further research and 
applications in areas like heterostructures, photonics, 
optoelectronics, and other scientific and technological fields 
where materials' structural and electronic properties are 
crucial. 

Porous gallium arsenide (por-GaAs) is particularly 
interesting due to its unique structural and morphological 
characteristics and potential application in developing 
heterostructures. In creating heterostructures, por-GaAs can 
serve as a buffer layer, facilitating harmonious integration of 
different materials or enhancing the growth quality of 
subsequent layers. 

One of the critical advantages of porous gallium arsenide 
is its retention of crystalline properties similar to that of bulk 
GaAs. Preserving crystallinity is crucial for heterostructures 
as it ensures an excellent electronic and optical match between 
the different layers of the structure. This, in turn, can enhance 
the performance and quality of devices based on such 
heterostructures. 

Furthermore, porous gallium arsenide offers several 
advantages over its bulk counterpart. Its porous structure 
allows for enhanced adhesion between different 
heterostructure layers, which can mitigate internal stresses and 
boost thermal stability. Moreover, porosity can act as a 
mechanism for trapping defects and other unwanted 
impurities, thereby enhancing the quality of the 
heterostructure. 

Thus, considering the aforementioned characteristics, 
porous gallium arsenide may find extensive application in 
traditional fields like photonics or optoelectronics and in 
developing innovative heterostructures for next-generation 
devices. 

CONCLUSIONS 

In the scope of this study, we have demonstrated the 
methodology and peculiarities of synthesizing porous gallium 
arsenide (por-GaAs) based on anodic electrochemical etching 
in an electrolyte solution based on HCl and HNO3, utilizing 
high potential values and short processing time. The 
conclusions of our research are presented below: 

• The efficacy of the anodic electrochemical etching 
method for forming porous gallium arsenide (por-
GaAs) on the surface of monocrystalline gallium 
arsenide (mono-GaAs) was successfully investigated 
and confirmed. 

• SEM analysis data validate the formation of evenly 
distributed pores on the surface, manifesting as tracks 
and chains. Employing a defined electrolyte 
composition and aggressive short-term etching 
conditions facilitated the acquisition of a densely 
packed porous layer with crystallographically oriented 
pores. 
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• Despite por-GaAs possessing a porous structure, their 
crystalline properties, as per XRD spectroscopy, 
remain comparable with monocrystalline GaAs. This 
emphasizes the chosen method's effectiveness in 
retaining the material's crystallographic 
characteristics. 

• Spectroscopic analysis not only indicates primary 
vibrational processes typical for GaAs but also reveals 
additional features that reflect the porosity and 
structural peculiarities of por-GaAs. 

The results affirm the potential application of por-GaAs as 
a prospective material for heterostructure buffer layers, 
potentially heralding new horizons for developing innovative 
devices and systems.  
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Abstract — This study investigates the synthesis of CdxTeyOz 

films grown via the SILAR method on the CdS/ZnO surface. It 

was confirmed that the number and duration of treatment cycles 

influence the structural and phase properties of the films. The 

results indicate the potential of the SILAR method for 

developing nanocomposite materials with specific 

characteristics.  

Keywords — SILAR method, heterostructures, nano-

composites, films, oxides  

I. INTRODUCTION  

Nanocomposite films have attracted researchers' attention 
due to their unique properties and potential in various 
applications, such as photovoltaics, photocatalysis, and 
optical devices [1, 2]. Special attention is paid to materials 
with nanometer-sized structural elements [3, 4]. 

From a modern nanotechnology and materials science 
perspective, oxide semiconductors, heterostructures, and 
composites with an inherent oxide layer on the surface emerge 
as promising and intriguing research subjects [5, 6]. Complex 
cadmium-tellurium oxides open new horizons due to direct 
bandgap semiconductors' properties and an amorphous phase 
exhibiting transparent glass-like properties [7, 8]. There exists 
a pressing challenge for researchers to optimize the synthesis 
methods of such films. 

Conventionally, thin film synthesis methods are 
categorized into physical and chemical techniques. Physical 
processes, such as vacuum evaporation and sputtering, require 
high temperatures and vacuum [9, 10]. In contrast, chemical 
methods like electrochemical etching [11], deposition [12, 
13], the SILAR method (Successive ionic layer adsorption and 
reaction) [14], sol-gel [15], and others introduce new 
opportunities for cost-effective, directed synthesis [16, 17]. 
These methods dictate the surface morphology, crystallinity, 
and composition of nanostructures, offering avenues for 
developing new classes of materials [18, 19]. Chemical and 
electrochemical synthesis methods are pivotal in creating and 
modifying multi-component and nanostructured materials. 
Synthesis and tuning component content in compounds are 
critical, ensuring control over surface and bulk properties [20, 
21]. 

In particular, adjusting the oxidation parameters of CdTe 
allows obtaining materials with a controllable bandgap width 
from 1.5 eV (for CdTe) to 3.8 eV, depending on the oxygen 
concentration [22 - 24]. To date, CdTexOy materials are well 
described, including CdO (x=0) [25, 26], CdTe (y=0), and 
various tellurates: CdTeO, Cd2TeO4, Cd3TeO6, Cd3TeO6, 
CdTe3O8, CdTe2O5, CdTeO3 [27-29]. 

This study is devoted to synthesizing and analyzing 
CdxTeyOz films grown via the SILAR method on the CdS/ZnO 
surface. The synthesis technology was executed through 
repeating deposition cycles in different ionic electrolyte 
compositions, where the structural properties of the samples 
were examined using X-ray diffraction and Raman light 
scattering techniques. 

II. EXPERIMENT 

A. Substrate Preparation  

As a template for the synthesis of CdxTeyOz, CdS layers 
grown via electrochemical deposition on monocrystalline 
ZnO wafers were used. A detailed description of the substrate 
preparation, including the anodic electrochemical reaction and 
micro-relief formation, is provided in the reference [22]. The 
choice of CdS layers electrochemically deposited on 
monocrystalline ZnO wafers as the template for synthesizing 
CdxTeyOz was motivated by the high crystalline quality and 
surface texture of CdS, which is conducive to the controlled 
growth and phase stability of CdxTeyOz. 

B. Synthesis Method  

The synthesis method for CdxTeyOz oxides on a CdS/ZnO 
substrate involved SILAR. This process comprised cyclical 
treatment in precursor solutions and removal of excess 
reagents. The number of treatment cycles was 5 (for the first 
batch of samples) or 10 (for the second batch of samples), with 
each process consisting of 4 stages, each having its respective 
soaking time. The total soaking time in both precursors for 
both sample batches was consistent and amounted to 100 
minutes. Synthesis parameters were chosen to study their 
effects on the morphology and structural properties of the 
samples. 



2023 IEEE 13th International Conference on Electronics and Information Technologies (ELIT) 

336 
 

C. Precursors  

The synthesis process of CdS/ZnO heterostructures 
requires appropriate precursors. Sodium telluride solution 
with a concentration of 0.01M Na2TeO3 served as the 
tellurium source during the synthesis.  

The source of cadmium was an alcoholic solution of 
cadmium nitrate with a concentration of 0.01M Cd(NO3)2.  

Between the cleaning stages of the samples, hydrogen 
peroxide was used. The employment of this substance ensures 
the efficient removal of contaminants and residue from the 
sample surface. 

D. Experimental Conditions  

Table 1 describes the experimental conditions for 
synthesizing CdxTeyOz oxides on the CdS/ZnO substrate.  

TABLE I.  EXPERIMENTAL CONDITIONS FOR THE SYNTHESIS OF 
CdxTeyOz OXIDES ON THE CdS/ZnO SUBSTRATE 

Element 

Time, min 

1st batch of 

samples 

2nd batch of 

samples 

1. Sample immersion in 
0.01M Na2TeO3 precursor 

10 5 

2. Rinsing samples in H2O2 2 1 

3. Sample immersion in 
0.01M Cd(NO3)2 precursor 

10 5 

4. Rinsing samples in H2O2 2 1 

Thus, both batches of samples were subjected to precursor 
treatment for 100 minutes, and rinsing in H2O2 took 20 
minutes, making the total processing time 120 minutes for 
each set of samples. 

The solution was stirred using a magnetic stirrer at a 
reduced speed for optimal adsorption and to ensure electrolyte 
adhesion during the deposition process. 

After completing all SILAR cycles, samples underwent 
thermal treatment in a JetFirst diffusion furnace. The 
annealing procedure lasted 20 minutes at a temperature of 
150°C. The annealing in ambient conditions consolidated 
surface states through oxygen saturation. Subsequently, 
samples were naturally allowed to age in the open air for three 
months.  

E. Characterization  

The morphological properties of the synthesized structures 
were investigated using an SEO-SEM Inspect S50-B scanning 
electron microscope. Surface chemical composition analysis 
was carried out by energy-dispersive X-ray spectroscopy 
(EDX) on an AZtecOne device equipped with an X-MaxN20 
detector. X-ray diffraction measurements were conducted on 
a Dron-3M device, using unfiltered Cu Kα radiation in a 2ϑ 
angle range from 10° to 80° with a step of 0.01°. Raman 
spectra were acquired using the RENISHAW inVia Reflex 
system, utilizing an excitation wavelength of 532 nm and an 
intensity of 5%. 

For a detailed analysis of morphological and structural 
parameters, software tools ImageJ and Vesta were employed, 
and references were made to crystallographic structures in the 
Crystallography Open Database (COD).  

III. RESULTS 

A. SEM Analysis  

Figure 1 shows the SEM micrographs of the surface of 
samples from the first batch (sample 1) and the second batch 
(sample 2). It can be observed that both samples exhibit the 
formation of a densely packed globular structure. The surface 
is not uniform, with occasional "cloudy" regions representing 
a fluffy, porous structure. 

 
Fig. 1. SEM images of the synthesized CdxTeyOz surface: a) sample 1; b) 

sample 2. Insets show the cross-section of these structures. 

The insets in Figure 1 display the cross-section of these 
structures. The layer thickness of the sample from the first 
batch is 0.5 μm, while for the sample from the second batch, 
it's 0.8 μm. This variation in thickness can be attributed to the 
number of cycles (5 versus 10) and the soaking time at each 
stage. On the other hand, the doubled treatment time at each 
stage for batch 1 might lead to more stable growth, reflected 
in a thinner layer (0.5 μm) compared to batch 2 (0.8 μm). 

Increasing the number of cycles for batch 2 might result in 
the gradual accumulation of material, increasing layer 
thickness. Conversely, a shorter treatment time at each stage 
might produce a more irregular and dynamic structure. These 
observations confirm the potential for precise control over 
surface morphology and layer thickness by adjusting the 
number of cycles and soaking time at each stage. 
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B. EDX Analysis 

EDX spectroscopy was utilized to analyze the chemical 
compositions of the two samples from different batches (Fig. 
2, Table 2). 

It can be observed that both samples exhibit spectra from 
Zn, S, Cd, Te, and O. The minor presence of Zn and S suggest 
that CdxTeyOz densely covers the template surface. For both 
samples, there's a high concentration of oxygen atoms 
compared to other elements (Table 3), suggesting oxygen in 
various compounds on the surface. 

 
Fig. 2. EDX spectra of synthesized CdxTeyOz. 

TABLE II.  COMPONENT COMPOSITION ON THE SURFACE OF CdxTeyOz 

Samples 
At, % 

Te O Zn S Cd 

1 28.76 38.37 0.13 1.32 31.42 

2 25.32 39.41 0.02 2.37 32.88 

TABLE III.  RATIO OF COMPONENTS ON THE SURFACE 
CdxTeyOz HETEROSTRUCTURE CdxTeyOz 

Samples 
Value 

Cd/Te Cd/O Te/O 
(Cd+Te)/

O 

1 1.09 0.82 0.75 1.57 

2 1.30 0.83 0.64 1.47 

The Cd/Te and Cd/O ratios for both samples have distinct 
differences. For sample 1, the Cd/Te ratio is 1.09, whereas, for 
sample 2, this ratio increases to 1.30. This suggests a higher 
cadmium concentration in sample 2 relative to tellurium. The 
Cd/O ratio remains nearly constant between the two samples, 
indicating a consistent amount of oxygen in the CdxTeyOz 
structure. On the other hand, the Te/O ratio is 0.75 and 0.64 
for the first and second samples, respectively, pointing to a 
decrease in tellurium relative to oxygen in sample 2. 

These observations can be attributed to variations in the 
synthesis conditions between the two sample batches. 
Doubling the number of cycles and reducing the soaking time 
at each stage for the second batch might influence the 
chemical composition due to changes in reaction kinetics, 
deposition mechanisms, and element diffusion. These 
distinctions might subsequently impact the physicochemical 
properties and applications of the resultant materials, making 
these observations crucial for further research and synthesis 
process optimization. For instance, during shorter treatment 

cycles, the reaction might not reach equilibrium, leading to 
incomplete deposition of certain elements. Moreover, short 
cycles could foster the formation of more dispersed sediment 
particles, which can alter the layer's thickness 

C. XRD Analysis 

Figure 3 presents the diffractometric spectra of samples 1 
and 2, respectively. A perfect alignment of these peaks can be 
observed. For both samples, the prominent peaks at 2θ = 26.3° 
for the first sample and 2θ = 26.5° correspond to the (310) 
plane. There are also intense peaks at 2θ =33.0° and 2θ =33.6° 
for the first and second samples, respectively, corresponding 
to the (020) planes. It can be seen that the peaks representing 
reflections from the (310) plane are characteristic of the 
cadmium-tellurium oxide family CdxTeyOz, while the peaks 
showing reviews from the (020) plane are typical of tellurium 
oxides TeOz (Fig. 4). 

 
Fig. 3. XRD spectrum CdxTeyOz. 

 
Fig. 4. Overlaid reference spectra TeO2, TeO3, TeO4, CdTeO3, Cd3TeO6, 

Cd2Te3O9 from the Crystallography Open Database (COD) visualized 
using the VESTA program. 

The peak corresponding to the reflection from the (310) 
plane is more intense for sample 2, while the peak from the 
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(020) plane is more intense for sample 1. Thus, long-cycle 
treatment can lead to the formation of tellurium oxides, while 
short cycles result in the formation of CdxTeyOz. 

IV. DISCUSSION  

The operating principle of SILAR is grounded on the 
adsorption of ions from a solution onto a surface, initiating a 
reaction and forming a film. This process largely depends on 
the chosen precursor and processing conditions. A buffer layer 
can be employed to enhance the film's adhesion to the 
substrate. In our study, the CdS layer promoted better 
formation of cadmium-telluride oxide films. 

The family of materials represented by CdxTeyOz offers a 
fascinating example of complex oxides where properties can 
be tailored by altering the parameter 'x'. This parameter 
denotes the ratio of cadmium to tellurium in the oxide 
structure and allows for the "fine-tuning" of the material's 
electronic and optical characteristics. 

In the extreme case where x=1, the scenario corresponds 
to the composite containing only cadmium atoms. The 
material exhibits typical cadmium oxide (CdO) characteristics 
in this situation. CdO is a high electrical conductivity 
conductor generally transparent in the ultraviolet range. 

On the opposite end of the spectrum, when x=0, the 
material consists solely of tellurium atoms. This indicates the 
properties of tellurium oxide (TeO₂ or another form, 
depending on the oxidation state). Tellurium oxides are 
typically dielectrics, possess a high refractive index, and are 
employed in optics. 

Between these two extremes lies a myriad of transitional 
states of CdxTeyOz, each possessing its unique properties 
(Table 4). By varying the 'x' parameter, materials can be 
derived with diverse characteristics, from conductive to 
dielectric, making this group of oxides a subject of intense 
investigation. 

TABLE IV.  CRYSTAL LATTICE PARAMETERS OF THE CdxTeyOz  
FAMILY OF MATERIALS 

Characteristic TeO2 TeO3 TeO4 

Crystal system Orthorhombic Trigonal Monoclinic 
Space group Pbca R-3c P2/c 
Space group 

number 
61 167 14 

Volume of cell Å-3) 395.35 97.26 136.77 
a, Å 5.6 5.285 4.96 
b, Å 5.75 5.285 5.23 
c, Å 12.3 5.285 5.77 
α, o 90 57.051 65.83 
β, o 90 57.051 90 
γ, o 90 57.051 90 

Characteristic CdTeO3 Cd3TeO6 CdTe3O8 

Crystal system Orthorhombic Trigonal Monoclinic 
Space group Pnma R-3h P2/c 
Space group 

number 
62 148 13 

Volume of cell Å-3) 1196.38 805.01 771.50 
a, Å 7.458 9.162 14.066 
b, Å 14.522 9.162 5.872 
c, Å 11.046 11.0736 10.521 
α, o 90 90 90 
β, o 90 90 117.4 
γ, o 90 120 90 

Investigating the crystalline structures of cadmium and 
tellurium oxides unveils intriguing avenues for further 
research. Shared features and differences in their crystal 

systems could provide insights into their unique 
physicochemical properties and potential applications across 
various scientific and technological domains. 

CONCLUSIONS 

During the deposition of ionic layers on the CdS/ZnO 
heterostructure, a dense nanocomposite layer of CdxTeyOz was 
successfully formed. 

The study revealed that processing conditions influence 
structural and phase properties. Specifically, increasing the 
number of cycles can lead to material accumulation and an 
increase in layer thickness. On the other hand, shorter 
processing times can result in a more irregular structure. 
Differences in peak intensities corresponding to various 
planes further substantiate that processing regimes 
significantly affect phase and structural features. 

Overall, the results affirm that the SILAR method can be 
pivotal in designing and optimizing nanocomposite materials 
with precisely defined characteristics for various applications. 

One of the key achievements of this study is the 
identification and quantitative assessment of changes in 
structural and phase properties, which depend on variations in 
processing cycles and duration. These findings could pave the 
way for optimized protocols, further enhancing the quality of 
films fabricated through the SILAR method. 

Addressing the concerns regarding the reproducibility of 
data, we assert that the distinct diffraction peak intensities 
observed in XRD analysis signify a controlled modulation of 
the film's structure. Despite the noted inhomogeneities, the 
consistent trends across different batches underscore 
reproducibility in the data, demonstrating the potential of the 
SILAR method in achieving specific desired characteristics 
through careful manipulation of processing parameters. 

Furthermore, other prevalent methods may yield superior 
homogeneity and optical quality films. However, the SILAR 
method's cost-effectiveness and more straightforward 
equipment requirements stand out. Additionally, this method 
facilitates layer-by-layer assembly, which grants a remarkable 
degree of control over the film thickness and composition at 
the nanoscale level. Notably, the perceived inhomogeneities 
and porosity might engender enhanced surface area and 
reactivity, making these films particularly potent in 
applications such as photocatalysis and sensor development, 
where such characteristics are sought-after. 

To further consolidate the advantages of the SILAR 
method, future studies could venture into optimizing the 
processing conditions to mitigate the observed 
inhomogeneities, thereby establishing a balance between cost-
effectiveness and material quality. 
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Abstract — In the research paper, an analysis of voids and 

channels in the crystal structure of CsPbBr3 is carried out with 

the help of ToposPro 5.5.2.0 – the automated stereo atomic 

crystal structure analysis system for determining significant 

voids and channels. The Voronoi-Dirichlet partition is used to 

tackle these crystal-chemical tasks. The geometric 

characteristics of the voids and channels are calculated. It is 

found that all elementary voids are significant for CsPbBr3, 

but the channels that can pass Cs+ and Pb2+ ions do not meet 

the requirements. The conductivity chains of bromine ions are 

observed at room temperature, which may indicate ionic 

conductivity if the temperature increases due to the migration 

of anions. 

Keywords — perovskites, CsPbBr3, ionic conductivity, 

Voronoi-Dirichlet partition. 

I. INTRODUCTION 

In recent years, inorganic halides of perovskites have 
drawn increased attention among the scientific community 
[1-3]. These materials have beneficial properties for use in 
emitting diodes as laser-active media, photosensitive 
elements for solar cells, etc. [4, 5]. However, before the 
widespread introduction of CsPbBr3 into practical use, it is 
necessary to study its electro-physical properties in detail, 
such as conductivity, resistance, and possible charge carrier 
transfer mechanisms. It will facilitate the development of 
effective synthesis methods and optimize crystal growth 
conditions, ensuring high quality and stability of electrical 
and optical properties. 

CsPbBr3 has a perovskite crystal structure characterized 
by Cs+ and Pb2+ ions located in the center of Br6 octahedra. 
This structure determines the fundamental physical 
properties of the crystal, such as conductivity and 
photosensitivity. 

CsPbBr3 has high electrical conductivity at room 
temperature, which ensures its use in various electronic 
devices. Electrical conductivity depends on the concentration 
of defects in the crystal and on the temperature. As the 
temperature rise, electrical conductivity increases. Popular 
studies, which consider high ionic conductivity in single 
crystals of these materials, explain this by the migration of 
anions [6]. Another study also proves this, suggesting that 
these materials are halide-ion conductors and that their ionic 
conductivities are close to other well-known halide-ion 
PbBr2 and PbCl2 conductors [7]. The migration activation 
energy calculated in this study was 0.25 еV for CsPbBr3. In 
particular, this study clarifies that the conductivity is due to 
anion migrations. 

Compounds with a perovskite structure easily change 
their crystal structure from orthorhombic to cubic through 
tetragonal. In addition, the coexistence of several phases is 
often observed in certain temperature ranges. A phase 
transformation from orthorhombic to cubic occurs in the 
temperature range between room temperature and 473 K. 
This observation is confirmed by other studies on this topic, 
in which other phase transformations are also described [8], 
namely a tetragonal phase is distinguished between 
orthorhombic and cubic. 

The research attempted to study phase transformations in 
CsPbBr3 single crystal using a direct current [6]. 
Measurements were made between 30 and 380 °C. A 
noticeable increase in conductivity is observed at 90 °C, 
which corresponds to the orthorhombic phase transformation 
from tetragonal. There are also other studies of phase 
transitions in this crystal. Cola et al. found a phase transition 
only at 123 °C with an insignificant thermal effect (less than 
0.7 J·g–1) [9]. Through a detailed study, phase transitions of 
the second and first orders at 88 °C and 130 °C, respectively, 
were determined in the works of Hirotsu et al. [10, 11]. 

A thorough study of the possibility of using CsPbBr3 
crystals as solid electrolytes was conducted [7, 12]. For this 
purpose, the authors measured the ion conductivity and ion 
transport number of CsPbBr3. Conductivity measurements 
were limited by the melting of the samples in some 
experiments. Thus, found melting points are 500 ± 10 °C for 
CsPbBr3. For comparison, the melting point of PbBr2 is 
371 °С [13]. Due to the high melting point of CsPbBr3, the 
conductivity of CsPbBr3 was higher than that of PbBr2. 

II. METHOD 

A CsPbBr3 single crystal grown by the Stockbarger 
method was used for research. The synthesis was carried out 
in a quartz ampoule with high purity CsBr and PbBr2. Then 
the obtained single crystal was chipped into thinner samples 
for further experimental studies. For electrical 
measurements, ohmic contacts based on silver paste were 
applied. 

Overall, the conductive properties of CsPbBr3 crystals 
have not been sufficiently studied. However, in these ionic 
compounds, the conductivity can be theoretically calculated 
by calculating the Voronoi-Dirichlet polyhedra and 
constructing crystal conductivity maps at different 
temperatures. The Voronoi-Dirichlet partition is used to 
tackle these crystal-chemical tasks because it helps to obtain 
a map of the system of voids and channels for structures in 
the form of three-dimensional graphs: an atomic mesh and a 
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cavity mesh, and the edges of the meshes correspond to 
interatomic distances or probable channels in the structure of 
the compound. 

Voids and channels in crystal structures were analyzed by 
the ToposPro 5.5.2.0 automated stereo atomic crystal 
structure analysis system in this work. The search for voids 
and channels using the Dirichlet program included in the 
Topos software package consisted of the following stages: 

1. Construction of the Voronoi-Dirichlet partition (VDP) 
of the crystal space for all independent atoms of the 
structure, which includes the formation of the Voronoi-
Dirichlet partition. 

2. Determination of the vertices coordinates of atomic 
VDPs and elementary voids. 

3. Determination of the atoms’ VDP edges and all 
elementary channels. 

4. Calculation of geometric characteristics of elementary 
voids and channels. 

The results of the calculations are stored in the form of a 
three-level adjacency matrix of the Voronoi-Dirichlet 
partition, where the first level contains information about 
voids and the second level – about channels that connect 
voids with neighboring ones. The obtained data make it 
possible to determine significant voids and channels, as well 
as analyze ion conductivity. Ionic conductivity in CsPbBr3 
crystals is calculated for ions based on the obtained 
geometric characteristics of voids and channels. Literature 
data on crystal structure, ion radii, and other parameters 
necessary for the analysis of ionic conductivity were used in 
the calculations. 

III. THE RESULTS 

We have experimentally confirmed that the conductivity 
of CsPbBr3 crystals is practically the same along different 
crystallographic directions. 

Also, it was experimentally established that the 
conductivity of CsPbBr3 single crystals increases with 
increasing temperature. By rearranging the spectra of 
thermally stimulated conductivity in logarithmic coordinates 
(Fig. 1), the activation energy of the conductivity process 
was determined to be 0.3 eV. Fig. 1 shows the curves of 
thermally stimulated conductivity, on which the current was 
measured along the direction that is perpendicular to the 
plane of easy chipping of the crystals. 

We conducted an experiment on the CsPbBr3 crystal and 
found that the long-term effect of constant voltage on the 
crystal led to its coloring and increased resistance. The 
crystal had a visible darkening from the cathode side, which 
spread inside the crystal. The darkening extended to the 
entire length of the crystal after the experiment was stopped. 

 

 

Fig. 1. Calculation of the conductivity activation energy of CsPbBr3 crystals 

 

The appearance of alterations in the crystal may be 
associated with a change in the material’s structure under the 
influence of an electric field. It is known that an electric field 
can affect the position and movement of ions in a crystal, 
which can lead to changes in the electrical and optical 
properties of the material. The increase in resistance of the 
crystal, which was found in the experiment, may be 
associated with a change in the concentration of charge 
carriers in the crystal. 

Literature structural data were used, namely lattice 
parameters and atomic positions to construct the conductivity 
map of CsPbBr3 [14]. Significant voids were calculated at 
4 K, room temperature, 473 K, and 773 K for Br-, Pb2+, and 
Cs+ ions. The radii of Br- (1.82 Å), Pb2+ (1.33 Å), and Cs+ 
(1.81 Å) ions were used for the calculation and analysis of 
elementary voids. 

According [14] below 473 K crystal structure of CsPbBr3 
is orthorhombic with orthorhombic distorted perovskite 
structure (Fig. 2). 

 

 

Fig. 2 Crystal structure of CsPbBr3 at 298 K. Lattice parameters is: 
a = 0.82446 nm, b = 1.17399 nm, c = 0.81915 nm [14] 

 

At 473-773 K crystal structure has cubic perovskite 
structure (Fig. 3). 
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Fig. 3 Crystal structure of CsPbBr3 at 773 K. Lattice parameter is: 
a = 0.59281 nm [14] 

 

We will define some parameters that were used to model 
the ionic conductivity and construct the conductivity map of 
the CsPbBr3 crystal.  

An elementary void is a region of the crystal space, the 
center of which is one of the VDP peaks of one of the 
atoms. Atoms forming an elementary cavity are called 
atoms whose VDP converges in the center of this 
elementary void. The center of the void can be located both 
inside and outside of the polyhedron formed by the atoms 
forming the cavity. Basic and non-basic elementary voids 
are distinguished, which we will denote by ZA and ZC, and 
which form the set {ZA} and {ZC} with the assigned ordinal 
numbers N of voids of the corresponding type ZAN and 
ZCN.  

The radius of the elementary void is the radius of the 
sphere whose volume is equal to the volume of the VDP 
elementary cavity. Physically, the radius of an elementary 
cavity corresponds to the radius of an atom that can fit into 
the void, considering the influence of the crystal field. 

An elementary channel is a channel connecting two 
elementary voids. It corresponds to the VDP edge of any of 
the atoms forming both voids. Such an edge is called an 
elementary channel line. Atoms forming an elementary 
channel are called atoms whose VDP has a common edge 
that coincides with the line of the elementary channel.  

An atom can pass through an elementary channel if the 
sum of its radius (ri) and the average radius of the atoms 
forming the channel (ra) do not exceed the cross-sectional 
radius of the channel (rc). A deformation coefficient γ ≤ 1 is 
introduced to consider the possible polarization 
(deformation) of ions when they pass through the channel. 
Then the specified condition is written: γ·(ri + ra) ≤ rc. The 
value of γ depends on the nature of mobile cations and 
anions of the framework. 

A significant elementary void and a significant 
elementary channel – a void and a channel available for 
particles considered within the framework of a specific 
crystal chemical problem. They are the ones that have an 
obvious physical meaning.  

A significant elemental void and a significant elemental 
channel are considered probable if migration through this 
path is difficult for one reason or another. The criteria for 
determining probabilistic elementary voids and channels also 
depend on the specifics of the certain problem. 

The calculation of the adjacency matrix carried out for Cs 
atoms at temperatures of 4 K, room temperature, 473 K, and 

773 K showed that all elementary voids are significant. 
Considering the deformation coefficient of 0.95, it was found 
that channels with a radius ≥ 3.44 Å would be significant. 
The obtained channels do not meet this condition (Figs. 4, 5). 

 

Fig. 4. Calculated channels for Cs+ ions at room temperature (including not 
significant) 

 

Fig. 5. Calculated channels for Cs+ ions at a temperature of 773 K (including 
not significant) 

 

The calculation performed for Pb2+ atoms showed that all 
elementary voids are significant, and the channels that can 
pass the Pb2+ ion should be the channels with a radius greater 
than 0.95·(1.33 + 1.82) = 2.99 Å. The obtained channels also 
do not meet this condition (Figs. 6, 7). 

 

Fig. 6. Calculated set of voids for Pb2+ ions at room temperature (some of 
them overlap with Pb positions) 

 

Fig. 7. Calculated channel for Pb2+ ions at a temperature of 773 K (that are 
not significant) 
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The calculation for Br-atoms showed that all eight 
elementary voids are significant, and channels with a radius 
greater than 2.99 Å will be the channels that can pass the Br-

ion. At 4 K, all channels will be significant except the voids 
ZA1, which are associated with ZA2 and ZA6 because they 
are probabilistic channels (Fig. 8). 

 

 

 

Fig. 8. Significant channels are calculated for Br- ions at a temperature of 4K 

 

The channels associated with all voids are significant at 
room temperature and subsequent temperature increases 
(Fig. 9, 10, 11). Thus, ionic conductivity in CsPbBr3 crystals 
is unlikely at a temperature of 4 K. The conductivity chains 
of bromine ions are already observed at room temperature, 
which can form ionic conductivity with further temperature 
increase. 

 

 

 

Fig. 9. Significant channels are calculated for Br- ions at room temperature 

 

 

 

Fig. 10. Conductivity map is calculated for Br- ions at a temperature of 
473 K 

 

 
Fig. 11. Significant channels are calculated for Br- ions at a temperature of 
773 K 

CONCLUSIONS 

Existing studies have shown that CsPbBr3 has several 
phase transitions at high temperatures. It was found that the 
electrical conductivity of these crystals is ionic, which can be 
theoretically calculated. Conductivity measurements show 
dependence on the direction and electric field. The calculated 
activation energy of the conduction process is 0.3 eV. 

The results indicate that ionic conductivity in CsPbBr3 
crystals is unlikely at low temperatures. However, 
conductivity chains can appear as the temperature increases, 
which contributes to anionic conductivity in the studied 
crystals. 

The obtained results are an important step in 
understanding the electrical conductivity of CsPbBr3, but 
additional studies are still required to reveal the potential of 
CsPbBr3 and use it in practice. 
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Abstract — The intricate process of converting defects and 

pores present in spinel-type ceramics, triggered by the 

incorporation of supplementary phases, unfolds along both the 

avenues of two-component decomposition pathway. 

Investigation has validated that a heightened concentration of 

these supplementary phases within the ceramic matrix 

precipitates the gradual division of voids. These fragmented 

voids then progressively engage in agglomeration phenomena, 

driven by temporal forces. The phases that are extracted in close 

proximity to the intergranular boundaries play a pivotal role in 

shaping the material's characteristics. These extracted phases 

give rise to emergent sites possessing the unique ability to 

ensnare and confine positrons, forming localized regions within 

the ceramics that are particularly effective at capturing these 

elusive particles. 

Keywords — ceramics, addition phase, free volume, defects, 

positron trapping 

I. INTRODUCTION 

Materials with functional applications (e.g. crystals, 
nanostructures, nanofilms, etc. [1-3]) are promising in many 
areas and directions, especially ceramic materials with a spinel 
structure. Spinel-type ceramics have attracted significant 
attention within the scientific community due to their 
immense potential for diverse applications in various fields [4-
8]. Application of spinel temperature-sensitive 
Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics encompass negative 
temperature coefficient thermistors, precise temperature 
sensors, and in-rush current, etc. [9,10]. The versatility of 
these ceramics has made them a subject of extensive 
investigation, with researchers striving to uncover their hidden 
potential and maximize their utility. 

One of the critical factors influencing the functionality and 
reliability of these ceramics is the temperature-time sintering 
process [11]. Previous research has shed light on its pivotal 
role in determining the presence and distribution of additional 
phases within both the bulk and surface of ceramic samples 
[11,12]. Surprisingly, an intriguing discovery emerged when 
researchers reduced the content of the NiO phase in these 
ceramics – it resulted in a remarkable reduction in thermal 
aging, with observed relative resistance changes not 
exceeding of 3%. This unexpected outcome underscores the 
intricacies at play in the behavior of these ceramics and the 
potential for fine-tuning their properties to achieve desirable 
outcomes. 

In the quest to mitigate degradation effects in ceramics, a 
common practice is to incorporate chemical modifications 
through metallic additives during the initial stages of ceramics 
preparation [11,12]. These strategically placed metallic 
additives, positioned within intergranular regions near 
boundaries, play a pivotal role in suppressing thermally-
activated aging phenomena. Their presence stabilizes the 
cationic distribution within individual ceramic grains, 
resulting in enhanced stability when compared to non-
modified ceramics. This approach highlights the intricate 
chemistry and material science involved in enhancing the 
performance and longevity of these ceramics. 

Nevertheless, the complexity of the structure of these 
spinel-type ceramics, spanning individual grains, 
intergranular boundaries, and pores, presents significant 
challenges to researchers [13]. Progress in this field hinges on 
the development of novel characterization techniques that can 
complement traditional methods. This necessity extends to 
positron annihilation lifetime (PAL) spectroscopy, a relatively 
recent addition to the arsenal of techniques applicable to fine-
grained functional materials [14,15]. 

PAL spectroscopy, with its high sensitivity to low electron 
density, offers valuable insights into the distribution of void 
species within the structural network of solids [9]. However, 
interpreting PAL data in the context of ceramics is notably 
challenging. These data are predominantly influenced by the 
crystallographic attributes of individual grains, while 
structural anomalies arising from intergranular contacts within 
ceramics add layers of complexity to the analysis. 

The primary objective of this study is to delve deep into 
the structural intricacies of high-reliability transition-metal 
manganite Cu0.1Ni0.8Co0.2Mn1.9O4 grain-pore interactions. To 
achieve this, PAL spectroscopy will be employed alongside 
conventional structural characterization methods. This 
comprehensive approach seeks to unveil the inner workings of 
these ceramics, unravel their mysteries, and advance our 
comprehension of their performance and stability. By doing 
so, researchers aim to unlock new possibilities for the 
application of these ceramics in a wide array of technological 
advancements. 

II. EXPERIMENTAL 

Precise quantities of high-purity carbonate salts, which 
had undergone rigorous testing, were meticulously weighed 
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and subjected to wet mixing. Subsequently, this composite 
underwent thermal decomposition under ambient air 
conditions at 700 oC for a duration of 4 hours [16]. The 
resulting powders were then subjected to milling, blended 
with an organic binder, and meticulously pressed to form 
disks, each approximately 10 mm in diameter and 1 mm in 
thickness. Four distinct batches of these prepared blanks were 
sintered, with each batch adhering to specific time-
temperature regimes described in [16], which depicts the 
sintering profiles for Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics. 

It is crucial to highlight that the sintering process of these 
ceramics was meticulously orchestrated to create the ideal 
conditions for inhibiting degradation [14]. Of particular 
significance is the presence of an additional NiO phase with a 
NaCl structure, which plays a pivotal role in shaping the final 
ceramic structure. In essence, these ceramics can be 
characterized as Ni-deficient when compared to the 
stoichiometric composition of Cu0.1Ni0.8Co0.2Mn1.9O4 that 
serves as the baseline in the disproportionality calculations. 
Four distinct batches of Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics were 
prepared, each containing varying proportions of NiO phase 
ranging from 1 to 12%. The differentiation in NiO content was 
determined based on the amount of thermal energy transferred 
during the sintering process (sample No 1 – 1% NiO, sample 
No 2 – 8% NiO, sample No 3 – 10% NiO, sample No 4 – 12% 
NiO). The latter was numerically calculated as the square 
value bounded by the temperature-time curve, positioned 
above the straight line corresponding to 920 °C, which is the 
temperature at which monophase Cu0.1Ni0.8Co0.2Mn1.9O4 

ceramics form [16]. 

Upon microstructure characterization through X-ray 
diffractometry, it was observed that the lattice constant of the 
primary spinel slightly increased from 8.38 Å to 8.41 Å. 
However, there were no significant alterations in the 
parameters of the additional NiO phase, which remained 
within the range near 4.18 Å. This held true even as the content 
of the NiO phase varied from 1 to 8, 10, and 12%. 

To delve deeper into the microstructure of the sintered 
ceramics, electron microscopy employing a JSM-6700F 
instrument was employed. Cross-sectional morphology 
analyses were conducted, focusing on samples obtained from 
near the surface and chip centers. 

Subsequent PAL measurements were carried out using an 
ORTEC spectrometer, with a 22Na source placed between two 
sandwiched ceramic samples [16,17]. The data obtained were 
meticulously analyzed using the LT computer program [17], 
employing a two-component fitting procedure to yield the 
most accurate results. The computed values for trapping 
parameters, including positron lifetime in defect-free bulk (τb), 
average positron lifetime (τav.), and the positron trapping rate 
of defects (κd) were derived from short and long positron-
trapping lifetimes (τ1 and τ2), along with component 
intensities (I1 and I2, where I1 + I2 = 1) [14]. Moreover, the 
difference (τ2 - τb) was employed as a metric for assessing the 
size of extended defects where positrons are ensnared, while 
the τ2/τb ratio provided insights into the nature of these defects 
[16,17]. 

III. RESULTS AND DISCUSSION 

To elucidate the aforementioned phenomena, an in-depth 
analysis of the microstructure of the prepared ceramics was 
conducted. As illustrated in Fig. 1, the ceramics samples 

prepared exhibit pronounced variations in their grain-pore 
microstructure. 

Sample No 1 showcases fine grains measuring of ∼2 μm 
in size. In these samples, numerous intergranular pores are 
present, characterized by relatively modest dimensions, 
typically not exceeding 2 μm. Occasional patches of a white 
film, attributed to the presence of additional NiO phase 
extractions, are observed in these ceramics, primarily near 
intergranular boundaries, occasionally occupying and 
partially filling pores. 

Moving on to sample 2, the samples reveal larger grains 
with sizes ranging near 6 μm, with some even reaching 
dimensions of 9-10 μm. The presence of the white NiO film 
in these ceramics is primarily confined to the regions adjacent 
to grain boundaries. 

In the case of sample No 3, there is a gradual 
transformation in the grain structure. The chip structure of 
these ceramics takes on a more monolithic character, with 
only isolated pores measuring near 2 μm in size. A distinctive 
feature is the presence of a bright 10-11 μm thick layer of NiO 
film on the grain surfaces of these samples. 

Sample No 4 exhibits a fully merging grain structure, 
where only a few individual pores of relatively larger sizes, 
approximately 4 μm, are observed. In this scenario, the NiO 
phase forms a uniform layer that spans the entire surface of 
the ceramics. Notably, the observed distribution of the 
additional NiO phase within the ceramics bulk is non-uniform, 
with a more pronounced presence near intergranular 
boundaries. These phase extractions act as specific trapping 
centers for positrons that permeate the ceramics. 

 

 
Fig. 1. Microstructural image of Cu0.1Ni0.8Co0.2Mn1.9O4 ceramic chipping. 

 

Utilizing a two-state model for positron trapping [16,17], 
the first spectral component is associated with the primary 
spinel structure, whereas the second component is attributed 
to extended free-volume defects situated near intergranular 
boundaries in close proximity to the additional extracted 
phases. The intensity I1 is indicative of the quantity of the 
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primary spinel phase, while the I2 intensity mirrors the 
presence of the additional NiO phase near grain boundaries. 

The lifetimes τ1 and τ2 observed in the sample No 1 serve 
as representative examples of manganite ceramics 
Cu0.1Ni0.8Co0.2Mn1.9O4, measuring 0.19 and 0.38 ns, 
respectively (refer to Fig. 2). The influence of an additional 
phase, comprising 1% NiO, on the positron trapping process 
is most vividly illustrated by the positron capture rate κd, 
which registers at 0.48 ns-1 (see Fig. 3). 

Notably, the ceramics in sample No 2 exhibit a distinctive 
production process, involving an 8-hour annealing at the 
sintering temperature of monophasic ceramics, reaching 920 
°C. The presence of an additional phase, comprising 8 % NiO, 
is primarily concentrated along grain boundaries. This 
phenomenon arises from the deliberate reduction of the 
sintering temperature during the final synthesis stage, lowered 
from 1200 °C to a lower temperature at a rate of 100°C per 
hour. As a result, the lifetime of the first component, τ1, 
decreases to 0.17 ns, while the intensity of the second 
component, I2, experiences a slight rise along with τ2 (refer to 
Fig. 1). These adjustments in the fitting parameters correspond 
to a significant increase in the positron capture rate κd, surging 
to 0.62 ns-1, representing an almost 30% increase. The changes 
in the parameters of the second component indicate the initial 
fragmentation of voids with their subsequent agglomeration as 
the content of the additional phase increases. 
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Fig. 2. Lifetimes and intensities of the first and the second components. 

In sample No 3, there is a substantial increase in the 
presence of the additional phase NiO, reaching a concentration 
of 10 %. This significant rise in NiO content has a detrimental 
effect on the integrity of the spinel structure, resulting in a 
noticeable increase in the lifetime parameter τ1, which now 
stands at 0.20 ns. Simultaneously, the rate at which positrons 
are captured, as represented by the positron capture rate, 
experiences a decrease, now measuring 0.34 ns-1. Continuing 
this trend, when we further increase the NiO content, pushing 
it from 10 to 12%, we observe a heightened level of merging 
within the ceramic structure. This intensified merging process 
is associated with the increased concentration of NiO. As a 
result, the previously mentioned parameters, τ1 and positron 
capture rate, remain relatively stable without significant 
changes. In essence, as the NiO content within the ceramic 
material increases beyond the 10% threshold, it not only 
impacts the spinel structure but also triggers more pronounced 
merging phenomena within the material. This underscores the 
delicate balance between material composition and structural 
integrity, revealing the intricate interplay between these 
factors in the context of positron trapping and ceramics. 

This increase is attributed to the amplification of energy 
thermally transferred to the ceramic, particularly during the 
elevation of sintering temperature from 1200 to 1300°C. The 
perfection of the spinel structure diminishes further, 
characterizing the ceramic as “overbaked” with τ1 increasing 
from 0.20 to 0.21 ns. Meanwhile, the process of positron 
capture by bulk defects remains largely unaltered, with τ2 and 
κd displaying little change. Substantial modifications in τav. 
and (τ2-τb) are not observed, though certain consistent changes 
in τ2/τb become apparent (Fig. 3). 
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Fig. 3. Positron trapping modes for Cu0.1Ni0.8Co0.2Mn1.9O4 ceramic 
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Notably, the shift in the type of positron capture centers 
during the monolithization process of ceramics when 
transitioning from samples of batch No. 2 to No. 3 and from 
No. 2 to No. 4 is prominently illustrated by a sharp reduction 
in this parameter from 1.9 to 1.7, signifying a 10 % decrease. 
It is important to note that in all cases, the nature of positron 
capture by defects remains consistent, and the size of bulk 
defects near grain boundaries, estimated from the difference 
τ2 - τb, corresponds to one or two atomic vacancies [17]. 

So, the internal nanostructuring of Cu0.1Ni0.8Co0.2Mn1.9O4 

ceramics evolves contingent upon the content of the additional 
NiO phase within the material and its presence at grain 
boundaries. An elevation in NiO content to 8% along grain 
boundaries triggers an increase in the number of defects (or 
voids) where positrons are captured, although their sizes 
undergo some reduction, causing void fragmentation. This, in 
turn, significantly boosts the positron capture rate.  

However, when NiO content is further augmented to 10%, 
the number of traps where positrons are captured and the 
parameter κd decrease notably. These changes can be 
attributed to the fact that a substantial portion of the additional 
NiO phase is no longer concentrated at grain boundaries but 
rather on the ceramic's surface. The grains expand, forming a 
monolithic structure and consequently reducing the number of 
grain boundaries where NiO was initially segregated. Further 
escalation in the additional phase content to 12% signifies the 
saturation of the defect formation process, with positron 
capture parameters exhibiting minimal alterations. 

Therefore, concerning the internal volumetric 
nanostructuring concerning defect and void formation within 
Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics, the optimal batch of samples 
features a 10% NiO phase content. Alterations in the positron 
capture rate κd most accurately depict the evolution of ceramic 
structure and the impacts of its nanostructuring and merging, 
corresponding to differing amounts of thermal energy 
transferred to the ceramic during sintering [16]. Given the 
greater presence of grain and pores in the samples of sample 
No 2, the process of positron trapping within these ceramics 
intensifies, evidenced by an increase in the positron trapping 
rate of defects. The component inputs are shown in Fig. 4. 
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Fig. 4. Inputs of the first and the second components 

CONCLUSION 

In conclusion, the results obtained through PAL 
measurements provide strong evidence of interphase 
processes within the mixed transition-metal manganite 

Cu0.1Ni0.8Co0.2Mn1.9O4 ceramics. These processes can be 
attributed to the merging procedures undertaken during 
technological modification, as well as the presence of an 
optimal content of additional NiO phase.  

It's noteworthy that these PAL findings are highly 
consistent with the results obtained through microstructural 
analyses employing X-ray diffractometry and electron 
microscopy. These complementary techniques further support 
the notion that structural alterations within the ceramics are a 
direct consequence of their technological modification. The 
confluence of evidence from PAL measurements, X-ray 
diffractometry, and electron microscopy paints a 
comprehensive picture of the intricate interplay between 
microstructural changes and technological interventions in 
these ceramics. This multi-faceted approach provides valuable 
insights into the underlying mechanisms driving the observed 
transformations. 
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